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Preface

For years, stroke was a disease with few treatment
options. This changed in the mid 1990s with the
approval of thrombolytic therapy. Despite this revolu-
tionary change in acute stroke management, only a
limited number of patients reach the hospital in time
to benefit from such interventions; many who are so
treated none the less have significant long-term dis-
ability. A need exists for therapies that are accessible
and efficacious for a majority of patients beyond the
current narrow treatment window.

Recent years have seen the dawning of a new field
of clinical therapeutics based on the neuroscience of
brain repair. With this approach, the aim is not to
rescue threatened tissue, but to rewire, restore, repair,
and rehabilitate. The current volume examines brain
repair after stroke, from the latest basic science experi-
ments performed in animal models of stroke recovery
(Section I) to the process of spontaneous recovery
in human stroke survivors, including results of mod-
ern neuroimaging studies (Section II) to treatment
strategies in humans largely based on brain repair
principles (Section III).

In the first section (Chapters 1–8), preclinical stud-
ies pave the way for evidence-based hypothesis testing
in humans. Molecular data, derived from species rang-
ing from rodents to primates, provide a mechanistic
foundation. An important chapter focuses on MR
imaging of stroke recovery in animals, with results
relating directly to the human findings that are pre-
sented in the second section. Effects of environment,
therapy, and behavior are also considered, topics par-
ticularly relevant to translational efforts.

In the second section (Chapters 9–15), the science
of spontaneous stroke recovery in humans is reviewed.

The relationship to core aspects of the field of stroke,
such as acute stroke therapy and epidemiology,
is examined. Several brain systems are considered,
including motor, language, attention, and affect, with
many areas of overlap among the findings. These data
provide a baseline against which interventional thera-
pies will be compared, and also suggest key brain
events whose measurement might help optimize pre-
scription of repair-based therapies after stroke.

In the third section (Chapters 16–24), a range of
emerging therapies is examined. Approaches include
drugs, robotics, stimulation, physical therapies, cogni-
tive approaches, growth factors, and cells. The pro-
gress and potential for each approach is considered. A
separate chapter considers issues of clinical trial meth-
odology that might be of particular importance to
brain repair approaches.

The field of brain repair after stroke is young.
However, already, animal and human sciences are
converging on core principles. The literature is wit-
nessing a blossoming of reports focused on this area of
research. The current volume brings together interna-
tional experts to review the current state of brain
repair after stroke. We expect that the future will see
increasingly successful efforts to reduce disability after
stroke based on this approach.

This book will serve as a valuable reference for
clinicians wanting to gain a better understanding of
emerging brain repair therapies, for scientists and
students wanting to gain increased knowledge of
human stroke recovery and its underlying principles,
and for basic scientists working with animal models
to provide a comprehensive volume that covers the
spectrum of stroke research from laboratory to clinic.

vii



Contributors

DeAnna L. Adkins
Department of Psychology, University of Texas at
Austin, Texas, USA

Samir Belagaje
University of Cincinnati College of Medicine,
Cincinnati, Ohio, USA

S. Thomas Carmichael
Department of Neurology, University of California
Los Angeles Geffen School of Medicine, Los Angeles,
California, USA

Alex R. Carter
Department of Neurology, Washington University
School of Medicine, St. Louis, Missouri, USA

John Chae
Department of Physical Medicine and Rehabilitation,
Department of Biomedical Engineering, Cleveland
Functional Electrical Stimulation Center, Case
Western Reserve University, Stroke
Rehabilitation MetroHealth Medical Center,
Cleveland, Ohio, USA

François Chollet
INSERM, Institut des Sciences du Cerveau de
Toulouse, and Department of Neurology, CHU
Hospital, Toulouse, France

Michael Chopp
Department of Neurology, Henry Ford Health
System, Detroit, Michigan and Department
of Physics, Oakland University, Rochester,
Michigan, USA

Leonardo G. Cohen
Human Cortical Physiology and Stroke
Neurorehabilitation Section, National Institute of
Neurological Disorders and Stroke, NIH, Bethesda,
Maryland, USA

Maurizio Corbetta
Department of Neurology, Department of Radiology,
and Department of Anatomy and Neurobiology,
Washington University School of Medicine, St. Louis,
Missouri, USA

Steven C. Cramer
Department of Neurology, and Department of
Anatomy and Neurobiology, University of California,
Irvine, California, USA

Rick M. Dijkhuizen
Department of Medical Imaging, Image Sciences
Institute, University Medical Center Utrecht, Utrecht,
The Netherlands

Megan Farrell
Department of Rehabilitation Sciences, University
of Cincinnati, Academic Medical Center, Cincinnati,
Ohio, USA

Seth P. Finklestein
Biotrofix Inc., Needham, Maryland, USA

Leigh R. Hochberg
Center for Restorative and Regenerative Medicine,
Rehabilitation Research & Development Service,
Department of Veterans Affairs, Providence Rhode
Island; and Stroke and Neurocritical Care Services,
Department of Neurology, Massachusetts General
Hospital, Brigham & Women’s Hospital, and
Spaulding Rehabilitation Hospital; and Harvard
Medical School, Boston, Massachusetts, USA

Barbro B. Johansson
Department of Clinical Neuroscience, Wallenberg
Neuroscience Center, Lund, Sweden

Theresa A. Jones
Department of Psychology, University of Texas at
Austin, Texas, USA

viii



Brett Kissela
Department of Neurology, University of Cincinnati
College of Medicine, Cincinnati, Ohio, USA

Jeffrey A. Kleim
McKnight Brain Institute, Department of
Neuroscience, University of Florida, and Brain
Research Rehabilitation Center, Malcom Randall VA
Hospital, Gainesville, Florida, USA

Bryan Kolb
Canadian Centre for Behavioural Neuroscience,
University of Lethbridge, Lethbridge, Alberta,
Canada

J. Leigh Leasure
Department of Psychology, University of Houston,
Houston, Texas, USA

Yi Li
Department of Neurology, Henry Ford Health System,
Detroit, Michigan, USA

Isabelle Loubinoux
INSERM and Institut des Sciences du Cerveau de
Toulouse, Toulouse, France

Andreas Luft
Department of Neurology, Johns Hopkins University,
Baltimore, Mayland, USA

Randolph J. Nudo
Department of Molecular and Integrative
Physiology and London Center on Aging, Kansas
University Medical Center, Kansas City,
Kansas, USA

Stephen J. Page
Department of Rehabilitation Sciences, University
of Cincinnati Academic Medical Center, Cincinnati,
Ohio, USA

Thomas Platz
Neurological Rehabilitation Centre, Ernst-Moritz-
Arndt University, Greifswald, Germany

Valerie M. Pomeroy
Neurorehabilitation, University of East Anglia, UK

David J. Reinkensmeyer
Department of Mechanical and Aerospace
Engineering and Department of Biomedical
Engineering, University of California at Irvine, Irvine,
California, USA

JingMei Ren
Biotrofix Inc., Needham, Maryland, USA

J. C. Rothwell
Sobell Department, University College London,
Institute of Neurology, London, UK

Dorothee Saur
Neurologische Universitatsklinik Freiburg, Freiburg,
Germany

Timothy Schallert
Department of Psychology, University of Texas
at Austin, Austin, Texas, USA

Gottfried Schlaug
Department of Neurology, Neuroimaging and Stroke
Recovery Laboratories, Beth Israel Deaconess Medical
Center and Harvard Medical School, Boston,
Massachusetts, USA

Susan Schwerin
McKnight Brain Institute, Department of
Neuroscience, University of Florida, Gainesville,
Florida, USA

Rüdiger J. Seitz
Department of Neurology, University Hospital
Düsseldorf, Heinrich-Heine-University, Düsseldorf,
Germany

Gordon L. Shulman
Department of Neurology, Washington University
School of Medicine, St. Louis,
Missouri, USA

O. Swayne
Sobell Department, University College London,
Institute of Neurology, London, UK

P. Talelli
Sobell Department, University College London,
Institute of Neurology, London, UK

G. Campbell Teskey
Department of Psychology, University of Calgary,
Calgery, Alberta, Canada

Maurits P. A. van Meer
Department of Medical Imaging, Image Sciences
Institute, and Department of Neurosurgery,
Rudolf Magnus Institute of Neuroscience;
University Medical Center Utrecht, Utrecht,
The Netherlands

Contributors

ix



Nick S. Ward
Sobell Department of Motor Neuroscience, University
College London Institute of Neurology, London, UK

Cornelius Weiller
Neurologische Universitatsklinik Freiburg, Freiburg,
Germany

Carolee J. Winstein
Division of Biokinesiology and Physical Therapy,
School of Dentistry, Department of Neurology, Keck

School of Medicine, University of Southern California,
Los Angeles, California, USA

Steven L. Wolf
Departments of Rehabilitation Medicine and
Medicine, Department of Cell Biology, Emory
University School of Medicine, Center for
Rehabilitation Medicine; Health and Elder Care, Nell
Hodgson Woodruff School of Nursing at Emory
University; Atlanta VA Rehabilitation R&D Center,
Atlanta, Georgia, USA

Contributors

x



Section I

1
Basic Science and Animal Studies

Motor map plasticity: a neural substrate
for improving motor function after stroke
Jeffrey A. Kleim & Susan Schwerin

Motor map plasticity as a model for
studying functional improvements
after stroke
The loss of neural tissue associated with stroke induces
profound neurophysiological changes throughout the
brain that incite a wide range of behavioral impair-
ments. Such impairments are not solely a manifesta-
tion of the damaged brain region, but are also an
expression of the ability of the rest of the brain to
maintain normal function. Indeed, the capacity to
maintain function is often hindered by a cascade of
neuronal events within residual neural tissue after
stroke including inflammation, edema and deafferen-
tation that can occur both proximal and distal to the
infarction. In some instances, behavioral improve-
ments can be attributed to the progressive resolution
of these factors that allow for the compromised brain
areas to regain control of lost function. However, func-
tional gains can be brought about that are independent
of simply resolving neural dysfunction resulting
from edema or inflammation. These changes can be
driven by rehabilitation and are supported by struc-
tural and functional adaptation of residual neural
circuits. Identifying the specific neural mechanisms
underlying rehabilitation-dependent neural plasticity
for any given functional impairment after stroke is not
trivial. It is difficult to obtain neurobiological meas-
ures that can be directly related to specific changes in
behavior and thereby targeted for therapy. For exam-
ple, even in healthy subjects we do not yet have a
neural measure that directly reflects linguistic ability
or capacity for memory, so it is difficult to identify
specific adaptations in function related to recovery
from aphasia or amnesia in brain-injured patients.
Animal models provide a partial solution to the prob-
lem as they afford us the luxury of obtaining more

specific neurobiological measures that may be more
directly related to changes in behavior. The limitations
of animal models of behavior, however, make studying
the neural basis for improvements in complex behav-
iors such as language or memory after injury arduous.

Studies of motor behavior in animal models have
several advantages for understanding the neural mech-
anisms of functional recovery after stroke for several
reasons. First, it has long been known that the primary
motor cortex is a critical brain area for the execution of
skilled movement andmost laboratory animals used to
study stroke have highly evolved corticospinal systems
(see Chapter 7). Second, primary motor cortex con-
tains a well-characterized somatotopic map of move-
ment representations that can be derived from surface
or intracortical stimulation. Third, the topography of
these representations is highly adaptable and reflects
motor capacity both in the intact and injured nervous
system. Fourth, changes in motor map organization
can be related to adaptations in motor performance
that occur both in response to injury and subsequent
rehabilitation interventions. Finally, motor maps can
be readily derived from most laboratory animals used
to study stroke. The present chapter reviews the evi-
dence for motor map plasticity after stroke and pro-
vides examples of how understanding the neural
mechanisms underlying such plasticity can guide the
development of adjuvant therapies. We propose that
there is a fundamental set of neuroplastic mechanisms
that operate throughout the nervous system and exist
in order for new behaviors to be acquired in the intact
CNS (learning) and for behavioral improvements in
the damaged CNS (relearning or recovery). Thus,
studies of motor map plasticity and improvements in
motor performance may reveal potential treatment
strategies that could be used for treating a wide range
of both motor and non-motor impairments that occur
after stroke.

Brain Repair After Stroke, ed. S. C. Cramer and R. J. Nudo. Published by Cambridge University Press.
© Cambridge University Press 2010.

1



Measuring corticospinal function: the
motor map
John Hughlings Jackson was the first to suggest that
movement control was organized somatotopically
within the brain [1]. His inference was based in part
on observations in epileptic patients that seizures
often began in one area of the body and passed sys-
tematically to adjacent body parts and from the early
studies by Fritsch and Hitzig who demonstrated that
electrical current delivered through the surface of the
precentral gyrus evoked movement in dogs [2]. His
hypothesis was confirmed when more detailed cort-
ical stimulation studies revealed that systematic
stimulation across the precentral gyrus produced a
somatotopically organized motor map. Modern
motor mapping techniques involve either stimula-
tion of the cortical surface such as with transcranial
magnetic stimulation (TMS), or stimulation within
layer V as with intracortical microstimulation
(ICMS). In both cases, corticospinal neurons are
trans-synaptically activated. With TMS, a single mag-
netic field is pulsed directly over the head, via a
specialized coil, inducing a downward electrical cur-
rent across the skull and into the cortex. Because
neuronal axons have the highest density of ion
channels, they become preferentially activated during
a weak magnetic pulse and drive synaptic inputs onto
large populations of neurons throughout the cortex,
including layer V corticospinal neurons. TMS
responses are measured ultimately as motor

evoked potentials (MEPs) reflecting changes in elec-
tromyographic (EMG) activity within discrete
muscles (Figure 1.1). ICMS techniques are typically
used in animal studies, where a microelectrode is
lowered into layer V of the exposed motor cortex
stimulating more restricted patches of axons driving
corticospinal neurons. In these studies the response
is measured by visual confirmation of movement
(Figure 1.2) and/or EMG activity.

Decades of cortical stimulation experiments have
revealed four general principles of motor map
organization.

1. Fractured somatotopy. Individual movements
are represented multiple times and are highly
interspersed with adjacent movement
representations across discrete cortical regions. This
functional redundancy can contribute to the capacity
for the motor cortex to adapt to injury.

2. Interconnectivity. Corticospinal neurons from
adjacent cortical areas are densely interconnected
via reciprocal intracortical connections. This
provides a platform for functional compensation
after injury and facilitates the capacity for motor
map reorganization.

3. Area equals dexterity. Movements requiring a
greater degree of dexterity are more easily evoked
in response to stimulation and occupy a larger
proportion of the map. This provides a neural
measure that can be compared to changes in motor
behavior and used to relate changes in motor map

Figure 1.1 Transcranial magnetic stimulation (TMS) technique used to derive maps of movement representation in human motor cortex.
A. Electrodes are placed over a target muscle to measure small changes in electrical potential associated with muscle contraction in response
to magnetic stimulation of the motor cortex. In this example two electrodes are placed over the first dorsal interosseus (FDI) muscle and a
ground electrode on the wrist. B. Electromyograph (EMG) showing a motor-evoked potential (MEP) within the FDI after TMS (at time 0). The
amplitude and latency of the MEP can be measured and used to assess the strength of corticospinal output. C. The location of stimulation over
the cortex can be integrated with a three-dimensional MRI of the subject’s brain. This allows for the experimenter to determine the area and
location in the cortex from which MEPs can be elicited by TMS.

1: Motor map plasticity
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topography with changes in motor function after
injury.

4. Plasticity. Motor map topography is highly
dynamic and can rapidly change in response to a
variety of internal and external pressures. Because
motor maps can be considered as part of the motor
engram, measures of motor map topography are a
neurophysiological representation of motor
capacity and can reflect adaptive responses that
occur after stroke in order to support motor
improvement [3].

Integrity of the corticospinal system
is related to motor recovery
after stroke
The corticospinal system is the final common path
for motor output and the integrity of this system is
directly related to the capacity for improvements in
motor function after stroke. Acute stroke patients
that exhibit TMS-elicited MEPs show better func-
tional outcome than those without [4]. In chronic
stroke patients, MEP amplitude is also positively
correlated with hand function [5]. Improvements in
upper extremity motor performance after constraint-
induced movement therapy (CIMT) are associated
with increases in the area of cortex from which
MEPs can be elicited and increases in MEP amplitude
[6]. Furthermore, level of recovery is positively cor-
related with the degree of change in corticospinal
output [7]. Thus, understanding how corticospinal
function can be adapted after stroke may provide
some insight into how the brain adapts in order to
support improvements in motor performance after
stroke.

Neural strategies for motor
improvement after stroke
Improvements in motor performance after stroke
occur through either recovery and/or compensation,
and these two processes can be described at either the
neural or behavioral level (Table 1.1). At a behavioral
level, motor recovery refers to the capacity to perform
a previously lost or impaired motor task in exactly the
same manner as before the injury. Motor compensa-
tion refers to the use of new movements or movement
sequences to perform a task in amanner different from
that used prior to injury. Studies of motor cortex
plasticity after stroke have revealed that both recovery
and compensation can be observed at a neurophysio-
logical level. Recovery refers to the restoration of
motor function within an area of motor cortex that
was initially lost after injury. Compensation occurs
when areas of motor cortex adapt to take on motor
functions lost after the injury. Collectively, three neu-
ral strategies can be related to the processes of neural
recovery and compensation within motor cortex after
stroke.

Restoration
Restoration refers to the reactivation of brain areas
that are dysfunctional after injury, and is therefore
an example of neural recovery. Residual brain areas
undergo profound neurobiological changes following
brain injury or disease, resulting in dysfunction within
structurally intact brain areas both proximal and distal
to the infarction. This phenomenon was first described
by Von Monakow and termed diaschisis [8], and is
due to a number of pathological changes in metabo-
lism, blood flow, inflammation, edema and neuronal

Figure 1.2 For the color version of this
figure, see the Plate section. Intracortical
microstimulation (ICMS) technique used to
derive maps of movement representation
in rat motor cortex. A. Motor map showing
areas of the cortex in which stimulation
evoked movement. B. Movements are
produced by lowering a stimulating
electrode into layer V of the motor cortex
and activating corticospinal neurons.
C. Corticospinal neurons are activated
trans-synaptically. These neurons then
project tomotor neurons in the spinal cord
that in turn cause muscle contractions in
the periphery.

1: Motor map plasticity
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excitability. Diaschisis is particularly evident during
the acute phase [9]. Functional improvement during
this phase can occur in response to the progressive
resolution of these secondary factors that allows the
motor cortex to return to a more normal functional
state and begin contributing to motor improvement.
Indeed, the greatest gains in motor improvement
after stroke are observed within the first 30–90 days,
when restorative processes are most prominent [10].
However, restoration is also not limited to the acute
phase after stroke, and one of the consequences of
damage within the motor system is learned non-use.
Many patients will avoid performing movements that
engage compromised but intact regions of the motor
cortex because it is simply too difficult or counter-
productive. Patients may adopt compensatory behav-
iors that avoid the use of the compromised regions of
motor cortex that continue well after the acute phase.
This has distinct consequences for motor map top-
ography, as the motor representations corresponding
to the ignored movements may degrade despite main-
taining some residual function. Rehabilitation training
that forces or encourages the use of the avoided
movements can re-engage the neglected neural circuits
within the motor cortex and reinstate these movement
representations, as has been demonstrated in both
animal models and human patients. Randy Nudo’s
laboratory published a series of seminal papers
demonstrating restoration, recruitment, and retrain-
ing in squirrel monkey motor cortex after focal cort-
ical infarctions. The experiments involve first using
ICMS to create very detailed maps of hand movement
representations. A small cortical infarction stroke is
then produced by devascularizing an area of cortex

containing wrist and digit representations. The mon-
keys exhibit difficulty in producing skilled wrist and
digit movements when tested on a Kluver board where
they are required to retrieve food pellets from a small
well. The initial motor impairments are accompanied
by a loss of hand representations that extends into
undamaged areas of the map [11]. However, with
several weeks of training on this task, the monkeys
progressively improve, and the wrist and digit repre-
sentations can be partially restored within the undam-
aged cortex [11].

The restoration of function is likely due to re-
establishing neural connectivity within these areas.
Within 24 h of a creating a small focal ischemic infarct
within approximately 30% of forelimb movement rep-
resentations in rat motor cortex, there is an additional
loss of movement representations within the remain-
ing 70% of the motor map that is in undamaged cortex
(Figure 1.3). The loss of movement representations is
accompanied by a loss of synapses, presumably from
the neurons within the infarct. Thus, the neurons
within these circuits have not been lost, but have
become dysfunctional because of a lack of synaptic
input. The loss of synapses and forelimb movement
representations are accompanied by forelimb motor
impairments, as rats have difficulty in reaching for
food. With several days of motor rehabilitation (train-
ing on a forelimb reaching task), both the movement
representations and the synapses can be restored.

In clinical studies, similar restoration of motor
maps can be shown using TMS. Motor maps are
smaller in patients with more severe impairments
[12], and increases in motor map size and cortico-
spinal output are correlated with motor improvement
[7]. Some of these changes are also reminiscent of
those evidenced in the healthy subjects during motor
skill learning [13]. In other words, those neural circuits
that normally contribute to the performance of arm
movement were not being engaged after stroke. This
may reflect diaschisis or learned non-use in these areas
resulting from the injury. Motor rehabilitation may
serve to re-engage these circuits and work to return
them to a more normal state that is manifested as a
restoration of movement representations and an over-
all expansion of motor map area.

Recruitment
Recruitment refers to enlisting motor areas that have
the capacity to contribute to the lost motor function,
but may not normally have been making significant

Table 1.1 Neural strategies for motor improvement after stroke

Motor recovery Motor
compensation

Neural Restoring motor
function in neural
tissue that was initially
lost due to injury

Residual neural tissue
takes over a motor
function lost due to
injury

Behavioral Restoring the ability to
perform movement in
the same manner as it
was performed prior
to injury or disease

Performing a motor
task in a manner
different from how it
was performed prior
to injury

Strategy Restoration Recruitment,
retraining

1: Motor map plasticity
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contributions to that behavior prior to the injury.
These areas are asked to play a larger role in the
performance of the impaired motor behavior compro-
mised because of stroke, but are not necessarily acquir-
ing new function (retraining). Within the motor
cortex this can be demonstrated through the expan-
sion of movement representations within areas outside
of the original motor map. For example, recovery of
dexterity after unilateral motor cortex lesions in mac-
aque monkeys appears to be mediated by the premotor
cortex in the damaged hemisphere, as inactivation of
this region abolishes recovered movement but does
not affect performance in non-damaged animals [14].
Large infarctions within the primary motor cortex
of squirrel monkeys cause a profound expansion of
movement representations within the premotor
cortex [15]. In comparison to healthy controls, stroke
patients can show significant increases in contra-
lesional motor cortex activity during movement of
the affected foot [16] or arm [17]. Although the contra-
lesional hemisphere does have the capacity to contribute
to movement on the ipsilateral side [18], it does not
normally make any significant contribution. Some of
the increased activity also occurs in the ipsilesional
dorsal premotor cortex [19], and TMS-induced dis-
ruption of the function within this area impairs

recovered movement of the stroke-affected hand [20],
suggesting that such activity is functionally relevant.
The pattern of recruitment also appears to reflect the
level of impairment and locus of the lesion. Lesions
predominantly involving the primary motor cortex
tend to result in increased contralesional activity, while
lesions sparing the primary motor cortex increase the
ipsilesional activity [21]. Increases in ipsilesional activity
within cortical areas not normally engaged during
movement have also been observed. Motor improve-
ment is associated with enhanced activation of the dor-
sal premotor cortex in the affected hemisphere [20].
Further, TMS-induced disruption of this cortical area
causes movement impairments in stroke patients but
not healthy controls [22], demonstrating that the
increased activity within the premotor cortex is indeed
related to performance.

Retraining
In some cases areas of motor cortex may either adapt
to an existing function or take on additional functions
to support functional improvement. This strategy is
integrally related to restoration and recruitment in
that neural circuits do not simply use their existing
functions to contribute to behavior, but begin to

Figure 1.3 Example of resuscitation of
function after injury with motor
rehabilitation. A. Motor map of forelimb
movement representations within rat
motor cortex prior to and after stroke. Two
weeks of motor rehabilitation restores
movement representations within residual
cortical areas. B. Residual motor map area
is restored in animals receiving motor
rehabilitation but not in animals without
motor rehabilitation. C. Percentage of the
residual motor map occupied by wrist and
digit representations is increased with
motor rehabilitation. D. The number of
synapses per neuron is also restored with
motor rehabilitation.

1: Motor map plasticity
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perform novel or additional functions. As described
above, focal lesions within the motor cortex cause a
loss of movement representations within residual cort-
ical areas that can be restored with motor rehabilita-
tion. These same studies also provide clear examples of
retraining. For example, when an area of motor cortex
containing digit representations is removed, digit rep-
resentations can be observed to re-emerge in areas of
the remaining cortex that used to contain elbow or
shoulder [23]. It is also important to point out that the
emergence of a movement representation within an
area previously occupied by a different representation
does not mean that the original representation has
been completely replaced. This is largely the result of
the method used to derive motor maps. Movement
representations are determined by lowering the
amount of current delivered until only one movement
can be observed. However, in many cases, if the stim-
ulating current is increased, the previous movement
appears. In other words, this particular cortical region
has not lost the elbow representation, but has become
biased towards wrist. In effect, the area has become
capable of contributing to both movements. In sup-
port of this notion, there is an increase in the number
of stimulation sites where such responses occur
[11,24]. Operationally, dual responses are stimulation
sites where two movements occur with the same stim-
ulation current and the two movements cannot be
clearly dissociated by reducing stimulation current.
The number of these sites also positively correlates
with the degree of functional improvement.

There is now evidence that motor map reorganiza-
tion is not simply an epiphenomenon of rehabilitation
but is indeed involved in supporting motor improve-
ment. Conner et al. demonstrated that depleting cort-
ical acetylcholinergic input by lesioning the nucleus
basalis of Meynert reduced motor recovery and motor
map reorganization [25]. They further showed that
lesioning the reorganized areas of the motor map rein-
stated the motor deficits. Together these results provide
strong evidence that motor map plasticity is a neural
substrate for rehabilitation-dependent motor recovery.

Neural basis of motor cortex
reorganization: synaptic plasticity
The above studies demonstrate that restoration,
recruitment and retraining of motor maps within
residual cortical tissue accompany motor recovery
after stroke. Understanding the cellular basis and

key neural signaling pathways that drive such reor-
ganization would aid in the development of adjuvant
therapies that will enhance recovery. This first
requires understanding the neurophysiological and
anatomical properties of motor cortex that underlie
motor maps.

The functional organization of primary motor cor-
tex has long been defined by cortical stimulation
experiments [26]. These studies have revealed two
important characteristics of motor cortex organiza-
tion. Neurons within the motor cortex are aggregated
such that small groups of cells appear to encode ele-
mentary movement representations in that neighbor-
ing cells have similar output properties [27]. Further,
these pools of neurons are interconnected by dense
horizontal connections that can extend several milli-
meters [28]. ICMS evokes movement via direct [25]
and indirect [30] activation of pyramidal tract neu-
rons. In fact, the majority of pyramidal tract neurons
that drive movement in response to stimulation are
trans-synaptically activated [31], presumably through
activation of horizontal afferents. Therefore, the spa-
tial characteristics of motor maps, as defined by stim-
ulation, are dependent upon the synaptic activation of
localized groups of pyramidal tract neurons. Any alter-
ation in motor map topography or loss of map area
after damage must therefore involve changes in the
pattern of intracortical connectivity through modifi-
cations in synaptic efficacy [26].

There are several lines of evidence that support the
idea that motor map reorganization is dependent
upon changes in synaptic efficacy within intracortical
microcircuitry. First, manipulations that induce
changes in synaptic strength also induce map reorgan-
ization. Long-term potentiation (LTP) causes map
expansion and synaptogenesis [32], while long-term
depression (LTD) induces map retraction and synaptic
loss. Second, cortical kindling that drives increases in
cortical excitatory postsynaptic potentials (EPSPs) also
increases motor map area [33]. Third, synaptic poten-
tiation that occurs in response to motor skill learning
[32,34] is colocalized within regions of cortex that
exhibit motor map reorganization [35]. Finally,
learning-dependent motor map plasticity is also colo-
calized with synaptogenesis [36]. Thus, reorganization
of motor maps after brain injury and in response to
motor rehabilitation must be supported by changes in
synaptic efficacy within motor cortex. Indeed, motor
map reorganization is accompanied by synaptogenesis
within residual motor cortex (Figure 1.2).
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Adjuvant therapies that promote
motor map plasticity enhance motor
recovery after stroke
The reorganization of cortical movement representa-
tions is likely mediated by synaptic plasticity within
intracortical microcircuitry. In normal motor learning,
regions of motor cortex that undergo redistribution
of movement representations during skill learning
also show increases in synapse number [37]. Further,
these same regions also demonstrate enhanced synaptic
responses after skill learning [32]. In addition, manip-
ulations that alter synaptic strength or number also
change motor map topography. Finally, restoration of
movement representations within residual cortical
areas is accompanied by increases in synapse number
(Figure 1.3). Given that such synaptic plasticity is a
key neural mechanism mediating motor map plasticity
and motor improvement after stroke, manipulations
that enhance synaptic plasticity may serve to augment
motor recovery. Molecular, genetic, pharmacological
and electrophysiological studies in a variety of organ-
isms have revealed several key neural signaling systems
critical for orchestrating synaptic plasticity. These stud-
ies have inspired the development of several adjuvant,
plasticity-promoting therapies for enhancing motor
map plasticity and concomitant motor improvement
after stroke.

Pharmacological stimulation
One approach to developing adjuvant therapies is
to develop pharmacological manipulations that upre-
gulate endogenous intracellular signaling pathways
that drive synaptic plasticity. Although numerous
signaling pathways have been identified, the most
well characterized is the cAMP/CREB pathway. A
variety of experimental models and systems have
established the cAMP/CREB signaling pathway to be
a key regulatory pathway in experience-dependent
synaptic plasticity. Administration of the type IV-
specific phosphodiesterase inhibitors (PDE 4) that
enhance cAMP/CREB signaling facilitate memory in
normal and aged rodents [3]. PDE treatment in com-
bination with motor rehabilitation following a focal
stroke significantly enhanced motor recovery [38].
Further, the drug increased motor map area in resid-
ual cortex (restoration), increased the proportion of
the maps occupied by distal forelimb representations
(retraining) and expanded movement representations
into new cortical areas (recruitment).

In addition to drugs that enhance plasticity, several
neurochemicals have been identified that may block
plasticity inhibiting processes such as axonal sprout-
ing. For example, myelin-associated inhibitory factors
(such as Nogo-A or MAG) are present in neural tissue
that block neurite outgrowth after damage. When
antibodies for Nogo-A (IN-1) are applied to motor
cortex following ischemic lesion, an increase in apical
and basilar dendritic arborization and spine density is
observed [39]. In addition, new projections to the de-
afferented striatum [40] and red nucleus [41] have
been observed. ICMS mapping of the intact hemi-
sphere following treatment with monoclonal antibody
IN-1 results in a substantial increase in ipsilateral
movements [42]. Such manipulations could facilitate
compensation through recruitment of distal brain
areas.

Cortical stimulation
There is a growing body of evidence that electrically
stimulating the motor cortex facilitates recovery of
motor function after CNS injury. In humans, trans-
cranial direct cortical stimulation (tDCS) improves
motor function in patients with chronic motor impair-
ments when anodal current is delivered over lesioned
motor cortex or cathodal current was delivered over
the contralesional motor cortex [43]. Clinical reports
suggest that epidural motor cortex stimulation, used
to reduce chronic pain after subcortical strokes,
reduces hemiparetic impairments [44], motor weak-
ness [45], motor spasticity [46], action tremor [47] and
dystonia [14].

The efficacy of CS-RT (cortical stimulation reha-
bilitation therapy) at enhancing motor recovery after
stroke has been demonstrated in rats [48,49] and in
monkeys [50]. Furthermore, the enhanced motor
recovery is associated with increased cortical dendritic
hypertrophy [49] in comparison to animals in stand-
ard rehabilitation. The increased postsynaptic space
is also accompanied by an enlargement of the poly-
synaptic component of motor cortical-evoked poten-
tials [51]. Finally, CS-RT also induces a greater
expansion of movement representations in rats [48]
and monkeys [50]. All of these data demonstrate that
CS-RT drives significantly greater motor recovery
after stroke and that the functional gains are accom-
panied by an upregulation of the neuroplastic changes
observed with standard rehabilitation. Although the
means by which CS-RT enhances recovery and pro-
motes cortical plasticity are unknown, upregulation
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of neurotrophins is one viable mechanism. Indeed,
electrical stimulation of cortical tissue increases
brain-derived neurotrophic factor (BDNF) levels [52].

Genetic factors
The neural signals that drive neural plasticity often
involve altering the expression of specific genes
that coordinate the synthesis of specific proteins
required for synaptic plasticity and motor map reor-
ganization. Naturally occurring genetic alterations in
those plasticity-related genes may then influence the
capacity for motor map plasticity. Indeed, such genetic
polymorphisms have been identified in the human
population that may influence both the capacity
for motor map plasticity and functional improvement
after stroke. For example, a polymorphism has
been identified in the human BDNF gene (BDNF
val66met). BDNF polymorphic individuals show
reduced training-dependent motor map expansion
in comparison to non-polymorphic subjects [53].
Furthermore, val66met subjects show reductions in
motor cortex plasticity after paired association stim-
ulation and intermittent theta burst stimulation [54].
This reduced capacity for cortical plasticity is pro-
posed to be due to a reduction in the capacity
for synaptic plasticity within motor cortical neurons.
Because motor map plasticity supports motor
improvement after stroke, it is possible that these
individuals may not respond to motor rehabilitation
the same way the non-polymorphic subjects do, limit-
ing their capacity for recovery. Indeed, after subarach-
noid hemorrhage patients with the polymorphism are
three times more likely to have poor recovery than
non-polymorphic individuals [55]. Thus, understand-
ing the relationship between genotype and the
capacity for motor cortex plasticity may be a critical
step towards developing effective motor rehabilitation
interventions. Such polymorphic individuals might
require more or different forms of rehabilitation in
order to drive motor cortex plasticity. Further, the
efficacy of adjuvant therapies such as those described
above may be affected by genotype.

Conclusions
There is now significant evidence that motor map
plasticity is one of the key neural substrates supporting
motor improvement after stroke. This plasticity
appears to fall into one of three general strategies:
restoration, retraining, and recruitment that are not
mutually exclusive. All these three strategies also

appear to be mediated by synaptic plasticity within
cortical circuits to allow for behavioral recovery and
compensation. Understanding the neural signaling
pathways that influence such synaptic plasticity may
guide the development of novel, adjuvant therapies
that can upregulate endogenous plasticity mechanisms
and enhance motor improvement after stroke when
administered in conjunction with motor rehabilita-
tion. Finally, the fundamental behavioral and neural
signals that drive motor map plasticity and improve-
ments in motor function may also mediate enhance-
ment of non-motor functions impaired after stroke
such as memory or language processing. Thus, studies
of motor map plasticity and motor improvement after
stroke may provide important insights into potential
therapies for overcoming various non-motor func-
tional impairments such as cognitive deficits observed
after stroke.
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2 Molecular mechanisms of neural
repair after stroke
S. Thomas Carmichael

Stroke induces a limited process of neuronal reorgan-
ization, repair and recovery. This reorganization
includes axonal and dendritic sprouting in cortex
ipsi- and contralateral to the stroke, formation of
new patterns of short- and long-distance connections
within sensorimotor cortical, striatal, brainstem and
spinal circuits, and migration of newly born immature
neurons into damaged tissue. From the formerly staid
perspective of the adult brain, these processes are
remarkable examples of structural plasticity. Within
the past several years, some of the molecular systems
that underlie these processes have been determined.
With a better understanding of the molecular control
of neural repair after stroke it may be possible to har-
ness these processes to promote functional recovery.
This chapter will describe axonal and dendritic sprout-
ing and neurogenesis after stroke, and detail the
molecular systems that may operate within defined
cellular contexts to promote structural reorganization
in the adult brain after stroke.

Cellular concepts of neural repair
after stroke
Axonal and dendritic sprouting occur in cortex ipsi-
lateral and contralateral to the infarct. Axonal sprout-
ing in peri-infarct cortex in rodent models of focal
stroke establishes new patterns of connections within
sensorimotor maps [1]. As detected directly with high-
resolution mapping of cortical connections, axonal
sprouting occurs in a subset of the total cortical con-
nections in sensory and motor areas. This sprouting is
substantial enough that it re-maps the predominant
pattern of cortical connections in, for example, the
facial somatosensory map of the rat or mouse [1,2].
In non-human primates, small strokes in the motor
cortex induce a remarkable long-distance sprouting in
cortical connections from parietal to frontal cortex

within a system of motor to somatosensory connec-
tions [3]. These findings of axonal sprouting and reor-
ganization of cortical connections after stroke are
supported by similar reports of axonal sprouting in
cortex after peripheral de-afferentation, such as retinal
[4] and peripheral nerve lesions [5,6]. Axonal sprout-
ing in the peri-infarct cortex occurs at a time of rapid
dendritic plasticity and spine turnover in the peri-
infarct cortex [7,8]. Post-stroke axonal and dendritic
sprouting may account for the changes in receptive
field maps in reorganizing sensorimotor representa-
tions in peri-infarct cortex [9]. However, the direct
physiological significance of axonal and dendritic
sprouting in peri-infarct cortex remains to be deter-
mined. Its timing is closely linked to the most dramatic
periods of behavioral recovery and occurs in a region
in which cortical re-mapping is closely associated with
successful recovery of function [10].

Stroke also induces axonal sprouting from neurons
in cortex contralateral to the infarct. After ischemic
lesions, neurons in contralateral cortex sprout in their
projections to the contralateral striatum, midbrain,
and cervical spinal cord, and into the region of the
peri-infarct cortex itself [11–14]. These regions that
receive projections have been de-afferented as a result
of the stroke and, from an anatomical perspective, the
sprouting projections appear to elaborate a distal
branch into the zone that was de-afferented. For exam-
ple, axonal sprouting from contralateral (to the lesion)
cortex into ipsilateral dorsal striatum establishes a
projection into that region of the striatum that lost
its projections as a result of the stroke [13,14]. In
axonal sprouting into the red nucleus or cervical spinal
cord, sprouting axons appear to take off from existing,
normally present, projections to the red nucleus or
cervical spinal cord ipsilateral to the stroke. These
collateral sprouts then grow the short distances into
the region of red nucleus and cervical spinal cord that
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previously received a projection from the now-
infarcted cortex. This sprouting from contralateral
cortex can be increased by treatments that promote
neuronal growth, such as inosine [1], or block myelin-
associated growth inhibitors, such as NogoA [12].
The degree of axonal sprouting from contralateral
cortex after stroke correlates with functional recovery.
However, as with peri-infarct cortical sprouting after
stroke, there have been no studies that have causally
linked contralateral cortical sprouting with functional
recovery.

Axonal sprouting in peri-infarct cortex and axonal
sprouting from contralateral cortex after stroke
differ in several important anatomical characteristics.
Axonal sprouting from contralateral cortex after
stroke into red nucleus and spinal cord, and possibly
dorsolateral striatum, arises from normal, undamaged
corticofugal axons into a brain region that is distant
from the stroke site, but de-afferented or disconnected
from it. There is no direct ischemic damage from the
stroke at the site of the axonal sprouting, or at the site
of origin of the cell bodies of the sprouting neurons.
These areas that are de-afferented from a cortical or
corticostriatal infarct do havemicroglial and astrocytic
activation from the degenerating axons [15]. The acti-
vation of these two cell types as a result of Wallerian
degeneration in distant projection zones of an infarct
may play a role in axonal sprouting from contralateral
cortex after stroke. However, this localized microglial
and astrocytic reaction is a very different anatomical
situation from the tissue reaction that occurs in the
setting of peri-infarct axonal sprouting. In peri-infarct
cortex neurons sprout new connections within cortical
fields in which there is adjacent direct damage from
the stroke, partial ischemic neuronal dropout, wide-
spread activation of inflammatory cytokines and leu-
kocyte infiltration, local angiogenesis, and distributed
induction of glial growth-inhibitory proteins [16,17].
As will be discussed below, in developmental studies
the molecular control of distal axonal branch forma-
tion can differ from the overall control of neuronal
growth cone function [18]. By analogy, it may be that
axonal sprouting from neurons within the peri-infarct
cortex is under a different molecular control than
distal axonal branch formation into midbrain and
cervical spinal cord.

Stroke induces a process of neurogenesis andmigra-
tion of immature neurons to areas of damage. Inmiddle
cerebral artery infarct models this post-stroke neuro-
genesis sends immature neurons into the striatum

adjacent to the main neurogenic zone, the subventricu-
lar (or subependymal) zone (SVZ). In smaller cortical
infarcts, immature neurons migrate long distances into
peri-infarct cortex [19,20]. Immature neurons migrate
with [21,22], or localize to [19] angiogenic blood vessels
in peri-infarct cortex and striatum. Angiogenesis is
causally linked to neurogenesis after stroke [19]. These
findings suggest that there is a close molecular relation-
ship between endothelial cells and immature neurons in
a post-stroke neurovascular niche. However, astrocytes
form a third cellular component to this niche [23], and
are also activated during post-stroke neurogenesis [24].
Molecular signaling systems that might communicate
among immature neurons, blood vessels and astrocytes
in post-stroke neurogenesis will be discussed below.

Gene expression profiling
and biological meaning
Gene expression profiling in a high throughput and
massively parallel manner developed in the mid to late
1990s. Using microarray analysis or polymerase chain
reaction (PCR)-based approaches it became possible to
assay large gene pools and later the expression pattern
of the entire genome in various time points or tissue
locations after stroke. The biological interpretation of
these data sets is limited because of the many variables
that occur in the sampled time points or brain
regions: angiogenesis, neurogenesis, astrocytosis, axo-
nal sprouting, apoptosis, axonal degeneration and sev-
eral distinct processes of inflammation. It is difficult to
sort through the large tables of differentially regulated
genes and ascribe these genes to specific biological
events in repair and recovery. None the less, several
important findings come out of these gene expression
screens in terms of neural repair. Genes that have a
prominent role in neuronal plasticity are upregulated
in peri-infarct cortex at very early time points, such as c-
jun, SPRR1, NARP, and CPG21 activation 1 day after
stroke in peri-infarct cortex [25,26]. There are substan-
tial changes in gene expression in peri-infarct and con-
tralateral cortex during late periods in reorganization
and repair after stroke [27,28]. The pattern of gene
expression in the brain in the first and second week
after stroke differs with respect to age, and implicates
several molecular pathways or cellular systems in the
interplay of stroke repair with aging: several Notch-
related genes, TGFb1, activin and the growth factor-
related genes FGF22, NGFb, IGF1 receptor, and IGF2
are upregulated in the young adult and not aged
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brain after stroke [28,29]. Notch and TGFb pathways
play a role in axonal sprouting and neurogenesis [30].
Insulin-like growth factors regulate axonal sprouting of
cortical neurons during development [31] and neuro-
genesis both in the normal and post-stroke state [29].
This age effect in induction of these genes systems may
relate to differences in recovery in the aged vs. young
adult brain. In this chapter molecular events, including
transcriptional changes, will be described not as lists of
regulated genes but within the cellular context of neural
repair and recovery.

Post-stroke neuronal sprouting:
growth promoting molecular
programs
Neuronal sprouting after stroke or other forms of CNS
injury involves the interaction of two molecular pro-
grams that are both set in play within a broad region
of peri-infarct tissue. Stroke activates a neuronal
growth program in sprouting neurons and induces a
set of glial inhibitory molecules. Cortical neurons are
induced to sprout new connections over a broad zone,
as these novel connections can be detected in the range
of millimeters in the rodent to centimeters in the
primate in peri-infarct cortex [1,3]. In counterpoint,
axonal growth inhibitory molecules, produced in large
part by activated astrocytes, are present not just in the
local vicinity of the immediate stroke scar, but are
upregulated throughout a range of peri-infarct tissue.
The chondroitin sulfate proteoglycan neurocan is
induced in a very broad region of peri-infarct cortex
and striatum after stroke, well beyond the local glial
scar [17,32]. NogoA is induced in neurons throughout
the contralateral and ipsilateral cortex after stroke
[33,34] and the developmentally regulated growth
inhibitory molecules neuropilin 1 (semaphorin 3a
receptor) and ephrin A5 are induced in cells extending
well away from the glial scar in peri-infarct cortex
[17,35]. Thus, in at least one area of post-stroke axonal
sprouting, competing cellular programs of growth
promotion and growth inhibition physically overlap
within a region of active re-mapping and recovery of
function. This overlap suggests that therapies that tip
the balance toward axonal sprouting might improve
recovery in peri-infarct cortex.

Axonal sprouting occurs across several temporal
epochs of a neuronal growth program that is induced
by stroke. The initial damage of the ischemic stimulus
initiates an axonal growth response in adjacent or

connected brain regions within the first week after
stroke. Dendritic spine turnover in peri-infarct cortex
accelerates 5–8-fold [8] and ultrastructural evidence of
synapse number and axon terminals indicates axonal
sprouting [7]. The timing of the ischemic stimulus for
axonal sprouting is early after stroke and unique to
the pathophysiology of acute, focal ischemia. Non-
ischemic brain lesions induce a more limited axonal
sprouting response than ischemic lesions [13,36,37].
Waves of highly correlated neuronal discharges within
the first three days of the stroke induce axonal sprout-
ing in at least one model of ischemic cortical damage
[13]. During this early phase of axonal sprouting
specific genes are activated that may initiate post-
stroke axonal sprouting. These include the transcrip-
tion factor c-jun, the growth cone phosphoproteins
GAP43 and CAP23, and the cytoskeletal modifying
protein SPRR1 [17,26,38,39]. These proteins have all
been linked to the initiation of axonal outgrowth and
regenerative axonal sprouting, through direct effects
on growth cone signaling, transcriptional induction of
a growth program or modification of the actin cytos-
keleton [40–42]. During this early initiation period of
axonal sprouting after stroke, neurons in peri-infarct
cortex either express or become associated with
VEGF1 and 2 in a region of cortex in which ischemia
potentiates Hif1 signaling [43,44]. Hif1 induces VEGF
and other genes that are linked to angiogenesis, such
as erythropoietin, but also genes that play a potent role
in neurite outgrowth (EPO and VEGF) and neuro-
genesis responses (EPO, VEGF, and SDF-1, reviewed
in [45]).

At later phases in the axonal sprouting response
cytoskeletal and cell adhesion molecules are induced.
Tα1 tubulin, an embryonic tubulin isoform that is
induced in regenerating neurons [46], is activated at
day 14 after stroke. p21/waf1, a protein originally
identified as a cyclin-dependent kinase inhibitor, is
also induced at this time point. p21 inhibits Rho kinase
to promote axonal outgrowth [47] and is induced by
Hif1 [48], suggesting both a mechanistic role in peri-
infarct neuronal sprouting and a link to the early
induction of Hif1 after ischemia in this region. The
axonal guidance molecule L1 and the growth cone
phosphoprotein MARCKS are also induced in this
intermediate period in post-stroke axonal sprouting.
MARCKS, CAP23 and GAP43 mediate PI3 kinase
signal transduction in the growth cone and promote
actin-associated motility [49]. Over-expression of
CAP23 and GAP43 act together to promote axonal
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sprouting into the spinal cord [40]. At one month after
stroke new patterns of cortical connections can be
detected neuroanatomically [1,2,13]. In axonal sprout-
ing in the hippocampal system or after peripheral
nerve lesion, this time period demarcates a termina-
tion phase of axonal sprouting. The exact period in
which synaptogenesis occurs within post-stroke axo-
nal sprouting is not established, but long-term changes
in synaptic markers can be detected after this time [50]
and so the one-month period after stroke has been
identified as a termination or, possibly more accu-
rately, a maturation phase of post-stroke axonal
sprouting [10]. During this late phase of post-stroke
axonal sprouting the stathmin family genes SCG10
and SCLIP are upregulated [17,27]. Stathmin family
proteins interact with and destabilize microtubules to
allow for the change and structural turnover necessary
for axonal growth [51]. In contrast to their late induc-
tion in stroke, these genes are induced at early time
points in peripheral nerve regeneration [52,53]. The
late induction of MARCKS, SCG10 and SCLIP in
post-stroke vs. peripheral nerve sprouting highlights
important differences in the molecular underpinnings
of central vs. peripheral axonal sprouting.

The induction of a neuronal growth state during an
axonal sprouting response has been more completely
analyzed in peripheral nerve and optic nerve injury
models. The anatomy of these systems allows more
selective (dorsal root ganglion, DRG) or nearly com-
plete (retinal ganglion cell, RGC) isolation of the
regenerating neurons. In comparison, the neurons
that sprout new connections in the brain after stroke
represent a relatively small subset of all neurons within
a given region [1,3]. The tissue level of RNA isolation
that has been reported for gene expression analysis in
the post-stroke brain mixes the mRNA signals from
this small population of cells that sprout after stroke
with thousands of non-sprouting neurons (with
diverse phenotypes), endothelial cells, inflammatory
cells, and glia.

The gene expression studies from isolated regen-
erating DRGs and RGCs develop several important
principles. Regeneration in peripheral nerve can be
driven by transcription factors that control a cassette
of expressed genes which mediate axonal outgrowth,
possible “master switches” for nerve regeneration
[52,54]. Stat3 and ATF3 are such transcription factors
that are induced in regenerating DRG, and mediate
peripheral nerve regeneration over inhibitory sub-
strates [54,55]. An intrinsic growth program is likely

to involve an orchestrated response of adhesion,
membrane-associated, and intracellular signalingmol-
ecules. Over-expressing a subset of growth-associated
proteins, such as α7 integrin and GAP43, does not
induce regeneration in poorly regenerating adult neu-
rons [56]. Regenerating neurons activate a transcrip-
tional profile that is overlapping with, but distinct
from, developing neurons. Both RGCs and DRGs acti-
vate genes specific to regeneration, such as SPRR1a,
galanin, GADD45, and moesin [42,57,58]. Further,
in vitro studies suggest that axonal inhibitory mole-
cules, such as the chondroitin sulfate proteoglycan
aggrecan, activate regenerating DRG neurons in a
way that is distinct from the predominant signaling
form for axonal growth in development: Akt and ERK
signaling are important second messenger signals in
development whereas integrin-based systems are more
important for regeneration [59]. In a phrase, regener-
ation does not fully recapitulate development. A full
characterization of the molecular program that under-
lies post-stroke axonal sprouting will require selective
isolation of the sprouting neurons after stroke, in a
similar fashion to what has been done with DRG and
RGC neurons.

Post-stroke neuronal sprouting:
growth inhibitory molecular
programs
The nature and role of proteins that inhibit axonal
sprouting after CNS injury have been extensively
reviewed [60,61]. These belong to three broad classes.
Myelin-associated inhibitory proteins include myelin
associated glycoprotein (MAG), oligodendrocyte mye-
lin glycoprotein (OMgp), and NogoA. Extracellular
matrix inhibitory proteins include chondroitin sulfate
proteoglycans (CSPGs), heparin sulfate proteoglycans,
NG2, and tenascin. Developmentally associated inhib-
itory proteins are termed this because their most
prominent role is in regulation of axonal pathfinding
in the developing CNS. These include ephrins, sema-
phorins, and slits. The role of many of these molecules
in axonal growth inhibition is increasingly defined in
spinal cord and optic nerve injury models [60,61].
Surprisingly, there has not been much study of these
inhibitory systems in their normal, endogenous
response to stroke. Instead, these have often been
studied only in the context of a treatment, such as
delivery of anti-Nogo, cytokine, or growth factor treat-
ments, or stem/progenitor cell delivery. To determine
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the biology of growth inhibitory proteins after stroke
and their relationship to the glial scar, and to more
distant peri-infarct brain regions, recent studies have
mapped candidate growth inhibitory proteins after
strokes in specific relationship to the phases of axonal
sprouting. The question in these studies is: who is in a
position to block axonal sprouting after stroke when
this process is just getting ramped up? The data
suggest that, of the potentially broad number of can-
didate inhibitory proteins in CNS injury, only a small
subset are active in the right place and the right
time after stroke to be in a position to block axonal
sprouting.

EphrinA5, EphB1, neurocan, MAG, and neuropi-
lin 1 are induced early after stroke and persist for two
weeks. These genes are induced near the infarct
core, and extending away from the infarct core into
peri-infarct striatum and cortex [17,32,35,62].
Semaphorin 3a, the ligand for neuropilin 1, and
NG2, a proteoglycan, are induced at two weeks after
stroke [17]. These data indicate that three very differ-
ent molecular systems might mediate inhibition of
post-stroke axonal sprouting: ephrinA5, neurocan,
and semaphorin3a/neuropilin 1. Ephrin A5 and
MAG are of interest because they are further induced
in the aged brain after stroke, and may relate to the
diminished axonal sprouting and functional recovery
seen in some aged lesion models. CSPGs are secreted
by reactive astrocytes, and some neurons, and play a
prominent role in glial scar formation and axonal
growth inhibition in spinal cord injury and penetrat-
ing brain trauma (stab wounds). The response of
CSPGs after stroke differs with age. In young adult
rats the expression of genes for phosphocan, brevican,
versican, and aggrecan increases only late in the
sprouting response, at day 28 [17]. In aged rats, phos-
phocan and brevican are induced early in the sprout-
ing response – at days 3–14 post-stroke [62]. This gene
expression profile suggests that aged animals may have
a significant induction of CSPGs during the period of
axonal sprouting, whereas young adult animals do not.
This suggestion is supported by the fact that aged
animals have an accelerated astrocytic reaction after
stroke [63].

Axonal sprouting after stoke:
a turf war
One important difference between axonal regenera-
tion and developmental axonal outgrowth is the

local environments that growing axons experience.
Developmental axonal growth progresses through
intermediate targeting stages in which growth cones
are sensitized to attractive and repulsive molecules in a
synchronized progression through space. The growth
of commissural neurons across the ventral spinal cord
uses what is now a paradigmatic sequence of responses
to Slit and Robo proteins to both grow toward and
then become repelled from the ventral midline [64]. In
the optic nerve there is a sequential progression of an
L1-expressing growth cone into a laminin substrate
that controls growth cone collapse, attraction, or paus-
ing when exposed to the inhibitory protein EphB2,
through intracellular SCG10 microtubule control
[65]. However, in axonal sprouting after stroke it is
likely that there is no ordered presentation of guidance
molecules to the regenerating growth cone. Neurocan,
ephrinA5, semaphorin 3a, and MAG are all induced
throughout peri-infarct cortex in the region of post-
stroke axonal sprouting [17,35]. In axonal sprouting
from the contralateral cortex to midbrain and spinal
cord, activated microglia and astrocytes are also likely
altering the zone of axonal sprouting in an inhomoge-
neous distribution. This suggests that rather than the
orderly series of growth and re-direction points of
neurodevelopment, the regenerative growth cone is
fighting through a field of conflicting inhibitory sig-
nals, and responding to as yet uncharacterized attrac-
tive or positive signals. One such positive signal for
post-stroke axonal and dendritic sprouting may be the
reorganizing vasculature. In spinal cord injury axonal
sprouting appears to directionally relate to reorganizing
blood vessels near the lesion site [66]. In peri-infarct
cortex after stroke, dendrites exhibit an orientation
around radially projecting blood vessels that reorganize
after the infarct [8]. Blood vessels provide both cell
guidance molecules and cell adhesion substrates for
axonal sprouting in the peripheral nervous system [67].
The reorganizing vasculature after stroke may play a
similar role. Intermixed positive and negative cues for
neuronal growth, in the setting of rapidly changing
CNS tissue morphology after stroke, suggest a turf
war in peri-infarct and other post-stroke axonal sprout-
ing zones, in which regenerating axons confront hostile
and friendly forces in the same field. The concept of
such an axonal sprouting turf war also comes from the
studies of DRG growth cones and spinal cord regener-
ation, in which axonal growth cones stall at inhibitory
molecular boundaries, and attempt to digest their way
through these zones [68].
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Neuronal sprouting after stroke:
the ischemic critical period
During neural development, the critical period (some-
times called the sensitive period) is a time zone in which
changes in environmental stimulation can induce mas-
sive alterations in cortical organization and cortical
sensory maps. The critical period is characterized by
rapid shifts in cortical responses to visual, somatosen-
sory, auditory, or other inputs and is accompanied by
changes in dendritic and axonal structure within these
regions. A classic example of critical period plasticity is
the rapid shift in the response elements within the
primary visual cortex to deprivation of one eye, termed
ocular dominance plasticity [69]. In most cortical sys-
tems the critical period closes after the juvenile period.
The critical period is a state of cortex likely set in place
by a combination of several factors: protease activity
that mediates breaking and re-forming of synapses [70],
NMDA responses [71], extracellular matrix composi-
tion including a lack of perineuronal nets [72], lack of
myelin-based axonal growth inhibitors [73], and a
heightened expression of several key growth-related
proteins, such as IGF-1 and CPG-15/neuritin [74,75].
The time course and action of tissue plasminogen acti-
vator (tPA) is essential for critical period plasticity, as it
is in long-term potentiation (LTP), and appears to
provide the mechanism for synaptic remodeling
through proteolytic action [69,70]. Perineuronal nets
are chondroitin sulfate proteoglycan and hyaluronan
structures found in the adult cortex, prominently
around interneurons but also more weakly stained
around pyramidal neurons [76]. Perineuronal nets
form at the end of the critical period, can be delayed
by conditions that prolong the critical period, and
digestion of perineuronal nets can re-open the critical
period and provide substantial cortical plasticity [72].
The onset of Nogo expression appears to close the
critical period, at least in mouse visual cortex [73].

These characteristics of the critical period in juve-
nile cortex are remarkably similar to features of the
post-stroke peri-infarct cortex. Like the juvenile crit-
ical period, stroke or similar cortical lesions in the
adult induce changes in cortical maps, dendritic and
axonal plasticity, and a heightened response to altered
peripheral stimulation [77,78]. Protease activity is
upregulated in peri-infarct tissue after stroke through
expression of matrix metalloproteinases 2 and 9 and
ADAMTS 1 and 4 [79,80]. Perineuronal nets are
reduced for at least one month in peri-infarct cortex

after stroke and have a long lag in re-synthesis after
stroke, at least in the young adult [17,62,81]. NMDA
responses are heightened in peri-infarct cortex, with a
potentiation in LTP [82]. IGF-1 and CPG15/neuritin
are induced in peri-infarct cortex [29,83]. These stud-
ies suggest a similarity in reorganization of cortical
maps and structure between the juvenile critical period
and a period of post-stroke brain plasticity, in terms of
physiology, cellular structure, molecular expression
profile, and extracellular matrix composition. It may
be that stroke induces an “ischemic critical period” in
peri-infarct and connected cortical areas for a brief
interval, which in the rodent may be one month.
There are limitations to this analogy. The juvenile
critical period involves maturation changes in
GABAergic signaling that do not appear to be present
in the adult brain after stroke [84]. Similarly, the
normal adult brain operates with different plasticity
rules to the same inputs that induce juvenile critical
period changes [85], and these “adult” plasticity rules
likely influence the properties of post-stroke neuronal
plasticity. And of course the cortical plasticity manifest
in the post-stroke brain occurs in an environment of
ischemic damage, myelin and neuronal debris, inflam-
mation, angiogenesis, astrocytosis, and neurogenesis.
These tissue responses will contribute directly to ele-
ments of cortical plasticity, but also limit neuronal
responses and introduce an element of tissue chaos
that is not present in the orderly progression of cort-
ical plasticity seen in the juvenile animal after periph-
eral inputs are altered. Future experiments that explore
the concept of an ischemic critical period may uncover
molecular and cellular plasticity principles in the zones
of synaptic connections affected by stroke, in an anal-
ogous manner to the way in which molecular and
cellular principles have emerged through systematic
study of the juvenile critical period.

Post-stroke neurogenesis
Stroke induces proliferation in the SVZ, migration of
immature neurons to areas of ischemic damage, and
survival of a very small number of newly born neurons
in peri-infarct tissue. The endogenous molecular
mechanisms that underlie post-stroke neurogenesis
have not been studied extensively. Instead, many stud-
ies have delivered growth factors, cytokines, or stem/
progenitor cells and assayed their effects on post-
stroke neurogenesis. These studies have been reviewed
recently [45,86]. Delivery of a cell therapy or a growth
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factor in pharmacological doses may indeed stimulate
neurogenesis; however, it does not provide any infor-
mation on the underlying pathophysiological events
within the tissue that produce a neurogenic response
after stroke. As one past mentor put it: “just because
penicillin cures pneumonia does not mean that
pneumonia is caused by a lack of penicillin” [Landau,
personal communication, 1995].

The ischemic events in stroke initiate cell prolifer-
ation within the SVZ in the first detectable change in
neurogenesis. Gene expression profiling of the SVZ of
the mouse after middle cerebral artery occlusion indi-
cates induction in specific gene sets within the TGFβ/
bone morphogenic protein family, fibroblast growth
factor family, integrin and inflammatory/chemokine
signaling systems, Notch and Wnt/catenin systems
[87]. These data identify functional systems that may
participate in post-stroke neurogenesis.

Inflammatory cytokine/chemokine signaling appears
to play a critical role in post-stroke neurogenesis. The
chemokine CCL2 is induced in the ischemic SVZ [87,88]
and promotes migration of neural progenitor cells in
culture. The chemokineMCP-1 is induced in peri-infarct
cortex and striatum after stroke, where it is expressed in
activated microglia and astrocytes, and induces migra-
tion of neural progenitor cells into peri-infarct tissues
[89]. The chemokine SDF-1 is induced in peri-infarct
blood vessels and is tropic for migrating neuroblasts into
peri-infarct cortex [19]. Chemokines are specialized sig-
naling molecules, which function as tropic factors within
the immune system [90], and for neural progenitor
cells during development [91]. It is likely that they are
playing a similar role in post-stroke neurogenesis,
and mediate a link between stroke-induced tissue
reorganization (inflammation and angiogenesis) and
neurogenesis [45]. Inflammation and inflammatory sig-
naling can also inhibit neurogenesis, both in the normal
brain [92] and after stroke [93], particularly via TNFα
[94]. This potential “dual role” for inflammation in post-
neurogenesis is incompletely understood and clearly
warrants further study. However, it may be incorrect to
classify chemokine upregulation and tropic function in
post-stroke neurogenesis as “inflammatory”. These pro-
teins were first described in their role as tropic factors in
the immune system, but in post-stroke neurogenesis they
are functioning as astrocyte-to-neuroblast or blood
vessel-to-neuroblast signaling and may be classified as
simply “tropic” rather than “inflammatory”.

Post-stroke neurogenesis occurs within a neuro-
vascular niche. In models with small cortical strokes,

migrating neuroblasts localize in peri-infarct cortex
around angiogenic blood vessels. Blocking angiogene-
sis nearly completely eliminates neurogenesis [19]. In
stroke models with large hemispheric or striatal dam-
age, neuroblasts migrate along blood vessels into the
peri-infarct striatum [21,22], a pattern reminiscent of
their normal migration in the olfactory bulb [23]. The
signaling molecules that mediate this migration are
not known, but vascular angiopoietin 1 and SDF-1
are tropic for migrating neuroblasts after stroke
[19]. Activated endothelial cells can secrete matrix
metalloproteinases that induce neuroblast migration
in vitro [95]. Protease activity is critical to migrating
neuroblasts after stroke in vivo [96], and these cells
may have to digest their way to the source of the tropic
factor. This process is similar to growth cone function
in an inhibitory environment (see above) and the
migrating neuroblast and growth cone share similar
cellular profiles and functions [45]. Overall, the con-
cept of vascular–neuroblast associations in post-stroke
neurogenesis provides a cellular framework for the
future identification of key molecular signaling sys-
tems that communicate between these cells. For exam-
ple, the cytokine erythropoietin has an endogenous
role that both affects angiogenesis and promotes neu-
roblast migration after stroke [20]. The degree of
angiogenesis after stroke has been linked to functional
recovery in humans [97]. Because angiogenesis occurs
well after any tissue might be salvaged from the initial
ischemic event, it is likely that any role angiogenesis
has in functional recovery is in its interaction with
axonal sprouting (see above), neurogenesis or other
aspects of tissue repair.

Conclusions
The molecular control of neural repair after stroke
involves gene systems that support axonal and den-
dritic sprouting, cortical plasticity, neurogenesis and
angiogenesis. Many of these molecular systems are
also activated during development, but regeneration
in the nervous system of the adult incorporates some
molecular pathways that are distinct from those active
in development. The brain after stroke shares molec-
ular, cellular, and physiological similarities with the
juvenile brain during the critical period. These find-
ings suggest the concept of an ischemic critical period
for neuroplasticity and neural repair after stroke. An
important aspect of this ischemic critical period is that
it occurs within the unique environment of the injured
and reorganizing brain. Neural repair involves a

2: Molecular mechanisms of neural repair after stroke

17



communication among sprouting neurons, activated
astrocytes, inflammatory cells, migrating neuroblasts
and angiogenic blood vessels. The tissue environments
that these cells form in the reorganizing brain hold the
key to an integrated molecular view of neural repair.
As research tools allow study of the adhesive, soluble,
and cell membrane proteins that signal between these
cell types, therapeutic targets can be developed that
manipulate repair to promote recovery.
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3 Behavioral influences on neuronal
events after stroke
Theresa A. Jones & DeAnna L. Adkins

Introduction
Brain plasticity occurs in response to an ever-changing
set of environmental and experiential demands, allow-
ing animals, including humans, to adapt and learn.
Experiences can modulate synaptic strengths, induce
synapse formation and loss, alter glial–neuronal inter-
actions, stimulate new brain vasculature and, some-
times, create new neurons [1,2]. These processes
continue throughout the life span, even in stroke sur-
vivors. However, after stroke, the brain is also healing
and reorganizing, and there is growing evidence that
experience interacts with post-stroke degenerative and
regenerative processes in a manner that significantly
impacts functional outcome.

With a sufficient understanding of how experience
alters the post-stroke brain, it should be possible to use
behavioral manipulations to optimize brain reorgan-
ization. Why target experience for this purpose?
Experience is a powerful means for driving function-
ally appropriate neural plasticity. While many prom-
ising avenues now exist for saving cells, facilitating
neural plasticity, and modulating neural activity,
there may be no more efficient way than to rely, at
least in part, on this evolutionarily ancient means for
placing new and stronger synapses (and possibly neu-
rons) in just the right places within neural networks to
improve function. Another consideration is that
stroke itself results in diverse changes in behavioral
experience. For example, stroke leads to disuse of
impaired modalities (movements, language, memory,
etc.) and compensatory strategies for coping with the
impairments. Unless impeded by behavioral interven-
tion, some of these post-stroke experiences may drive
brain reorganization in detrimental directions.

Environmental enrichment and rehabilitative
training have been found to induce robust restructur-
ing in the brain and improve behavioral function in

animal models of brain injury. However, not all behav-
ioral manipulations improve function, and not all
brain plasticity is adaptive. Here we review findings
from animal models of experience–injury interactions
and discuss how the manipulation of behavioral expe-
rience, either alone or in combination with other ther-
apeutic approaches, can improve post-stroke function
in adults.

Time-dependent post-stroke
processes that are sensitive
to experience
After stroke, there is a widespread and temporally
evolving sequence of degenerative and regenerative
responses. Stroke results in neurotoxic effects, includ-
ing excitotoxicity, oxidative stress, mitochondrial
injury, inflammation, and apoptosis that, in addition
to fatally impacting the ischemic core, cause wide-
spread neural and synaptic loss in the adjacent penum-
bra and connected areas [3] (Figure 3.1A–C). These
degenerative events also act as signals to induce regen-
erative responses.

Growth and survival-promoting factors increase,
glia react, neuronal cytoskeleton restructures, den-
drites grow, axons sprout, synapses form, vascula-
ture remodels, and newly generated cells migrate to
the ischemic region [10–13]. Molecules that nor-
mally keep wayward axons at bay (presumably
to reduce the formation of inappropriate neural
connections) may be transiently inhibited, which
contributes to a neuronal growth-permissive envi-
ronment [10] (and see Chapter 2). Partially dener-
vated neurons increase the expression of genes
and molecules that help them survive the damage,
and promote cytoskeletal restructuring, permitting
dendrites and spines to grow or alter shape and
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size in order to accommodate new synaptic connec-
tions from sprouting axons. The formation of new
synapses may further help neurons survive by contri-
buting survival molecules and by maintaining normal
levels of cellular activity. As shown in Table 3.1,
many components of these degenerative and regener-
ative responses are sensitive to manipulations of behav-
ioral experience.

Injury also changes the fine structure of synapses
in a manner that likely alters neural activity patterns.
In cortical and striatal areas that have undergone
reactive sprouting, there are more synapses that
have ultrastructural characteristics of increased effi-
cacy [31,32]. This includes perforated synapses
(Figure 3.1H,I), an excitatory synapse subtype
with abundant AMPA receptors that dominates

Figure 3.1 Illustration of the interconnected relationship between degenerative and regenerative processes after brain injury and behavioral
experience. Unilateral sensorimotor cortical lesions (black oval) in rats result in impairments in the contralesional (“affected”) forelimb (A).
Degenerating neurons (fluorojade-B labeled) in the region of an ischemic lesion of the sensorimotor cortex (B,C). The white outline in B is the
region viewed at higher magnification in C. The lesion leads to degeneration of transcallosal axonal projections to the contralesional
sensorimotor cortex and a hyper-reliance upon the less-affected, ipsilesional, forelimb (arrows), e.g. as seen in a rat during exploration (D) and
food handling behavior (E). In the contralesional sensorimotor cortex, the interaction of transcallosal degeneration and use of the less-affected
forelimb induces dendritic growth (F, [4,5]), glial reactivity (G [6]), synaptogenesis [7] and an increase in the efficacious synapse subtypes,
multisynaptic boutons (asterisk, H) and perforated synapses (arrows, H, I). Unilateral lesions also facilitate learning skill reaching with the
less-affected limb (J [8]). In turn, this learning further enhances neural plasticity in the non-injured cortex while limiting the capacity for
experience-driven changes in the injured cortex [9].
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its simpler, typically smaller synaptic neighbors in its
ability to depolarize the postsynaptic neuron [33].
Furthermore, multiple synapse complexes (Figure
3.1H), where a single bouton contacts more than
one postsynaptic dendritic process, are more
abundant than normal [31,34], suggesting that the
re-utilization of boutons may be one means of re-
innervating a brain region. At least in the cortex, the
prevalence of these synapse subtypes is also sensitive
to experience [7]. These synaptic changes may con-
tribute to changes in neural activity and excitability
that can be long lasting after the injury.

The degenerative–regenerative cascade occurs by
varying degrees and on different time scales depending
on whether one examines the perilesion or remote
brain areas [10]. Sprouting patterns vary depending
on injury locus and size, among other factors. New
synapses formed in denervated regions tend to arise
from the most proximal and prominent of the remain-
ing pre-existing inputs [35]. Relative to the pre-injured
state, the ultimate patterns of synaptic connectivity
within and between brain regions may be dramatically
altered after reorganization. The time course and
extent of these processes can vary with age (older

Table 3.1 Examples of behavioral influences on injury-induced brain changes

Injury-induced
event

Direction Finding

Tissue loss + Early forced use of the affected (contralesional) forelimb increased cortical damage after cortical
lesions [14,15]. Restraint stress after motor cortical infarcts impeded recovery of forelimb function
and exaggerated lesion size [16].

Tissue loss − Constraint-induced movement-like therapy decreased tissue loss after striatal hemorrhage [17].

Cell death + Early EC exaggerated post-ischemic hippocampal neuron death [18].

Cell death − Forced use of the affected forelimb decreased loss of dopamine neurons in a unilateral Parkinson’s
model [19]. EC after lesion of the ventral subiculum attenuated degeneration in hippocampus [20].

Growth factors + Delayed exercise increased brain derived neurotrophic factor (BDNF) after traumatic brain injury
[21,22].

Growth factors − Too early exercise decreased BDNF and other plasticity-related proteins after traumatic brain injury
[21,22].

Reactive astrocytes + Forced forelimb use increased astrocytic reactions to callosal denervation [6]. EC after cerebral
ischemia increased astrocytic reactivity and fibroblast growth factor in hippocampus [23].

Axonal sprouting + EC increased axonal sprouting into deafferented superior colliculus after retinal lesion [24].

Axonal sprouting − Axonal sprouting was blocked by preventing behavioral asymmetries after unilateral nigrostriatal
damage [25].

Dendritic growth + EC following cerebral ischemia increased dendritic density in hippocampus [26].

Dendritic growth − Dendritic growth contralateral to sensorimotor cortex lesions was blocked by constraint of the
ipsilesional forelimb [4].

Synaptogenesis + Motor skills training increased cortical lesion-induced synaptogenesis in motor cortex [7]. EC after
cerebral infarct increased synaptic density in hippocampus [26].

Neurogenesis + EC increased subventricular zone neurogenesis after cortical infarcts [27] (see Chapter 5). Skilled
forelimb training increased hippocampal neurogenesis after sensorimotor cortical damage [28].

Neurogenesis − Exercise decreased subventricular zone neurogenesis after cortical infarct [27].

Cortical functional
activity

+ Skilled reach training with the affected limb increased movement representations near cortical
infarcts [29,30].

This table illustrates two points: (1) behavioral experiences can influence the degenerative and regenerative processes that follow brain injury;
(2) the nature of the effect varies with dose, type, and timing of the behavioral experiences and with severity and type of injury. +, increased,
–, decreased compared to control, EC, complex environment housing.
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brains take longer, reviewed in [36]), and type of
damage [37]. Although the most dramatic activity
occurs earlier after the injury, degenerative and regen-
erative reactions continue for at least several months
in rodent models and perhaps much longer [10,11].

Reorganization patterns can vary dramatically
with injury extent. Dancause et al. [38] found that, in
squirrel monkeys, ischemic lesions that destroy more
than 50% of the forelimb representation region of
the primary motor cortex (M1) induce extensive
expansion of forelimb movement representations in
the ipsilesional ventral premotor cortex (PMv).
However, smaller lesions within M1 actually decrease
the forelimb motor map in PMv. The expansion of
PMv is associated with greater axonal sprouting
from PMv into the penumbra of the M1 lesions and
with improved rehabilitation-inducedmotor perform-
ance [39].

Sprouting is activity dependent. Brus-Ramer et al.
[40] found that, after unilateral pyramidal tract lesions
in adult rats, the sprouting of ipsilateral corticospinal
projections into denervated regions of the spinal cord
could be increased by electrical stimulation of this
pathway. This indicates that there is a considerable
capacity to refine sprouting patterns after injury by
manipulating activity-dependent plasticity. It also sup-
ports that the developmental process of activity-
dependent synaptic competition that is involved in
establishing neural networks is also at play in reorgan-
izing the CNS after damage.

Ischemia and other types of brain injury can
increase the generation and migration of new glia
and neurons (see Figure 3.1F) [41]. Molecules released
by remodeling tissue appear to draw neural precursors
to injured tissue [42]. However, in rats, few of the new
neurons in the striatum and cortex survive for very
long. Although new neurons are found near the cort-
ical lesion core and penumbra, the overwhelming
majority of newly generated cells develop into glia
[43]. This injury-induced proliferation of glia may
well play a critical role in neuronal plasticity after
stroke. However, the sensitivity of neurogenesis to
behavioral experience is also well established (see
Chapter 5). Targeting post-stroke neurogenesis with
behavioral manipulations provides another opportu-
nity to manipulate brain reorganization with behavior.

Do the regenerative responses to stroke support
better functional outcome? Functional recovery is
greater following cortical ischemia, which induces
major axonal sprouting in the striatum, compared to

injuries of the same size and location that result in little
sprouting [37]. Treatments that reduce growth inhib-
itory substances, such as Nogo, and thus enhance
neurite outgrowth, can also promote greater func-
tional recovery [13]. Administration of substances,
like neurotrophins, that promote neurogenesis and
migration of immature neurons [42] also results in
greater functional outcome after cortical infarcts.
However, it should be expected that some examples
of post-stroke plasticity are non-optimal or even mal-
adaptive given that there are many examples of patho-
logical neuroplasticity, such as that proposed to
underlie the development of epilepsy, focal hand dys-
tonia, and chronic pain. Experience-dependent neural
plasticity can also have detrimental or mixed effects on
functional outcome after stroke, as reviewed below.

Although many aspects of the degenerative–regen-
erative cascade have been found to be sensitive to
behavioral experience, we currently know too little
about how specifically to use this information to
improve function after stroke. The problem is com-
plex, considering that a single locus of damage insti-
gates neural (and non-neural) reorganization in
numerous brain areas. If examined in sufficient detail,
the pattern of reorganization must be unique for every
individual brain injury. Furthermore, it is clear that
experience effects vary with timing and types of injury,
among other factors (Table 3.1). Nevertheless, it is
hoped that we will learn enough about the general
principles of how experience influences these pro-
cesses to be able to devise rehabilitative techniques
that optimize brain remodeling and can be tailored
for injuries that vary in type, locus, and extent.

Effects of “self-taught” behavioral
change on brain reorganization
We have found that neural plasticity after unilateral
cortical lesions is driven by the convergence of injury-
and behaviorally induced pressures. After unilateral
lesions of the sensorimotor cortex in rats, there is
degeneration of transcallosal projections to the con-
tralateral homotopic region of the motor cortex. This
is followed by reactive astrocytic changes, growth of
pyramidal neuron dendrites and synaptogenesis in the
contralesional cortex [31,44,45]. Over time, the num-
bers and complexity of dendrites and synapses are
increased relative to the same brain region of intact
animals. Dendrites are overproduced and then parti-
ally eliminated, which is reminiscent of the dendritic
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overproduction and pruning found in studies of brain
development.

The degeneration of transcallosal projections is one
instigator of the contralesional glial and neural changes
[5,6]. Another driver of the cellular changes is the
animal’s behavior. After the lesions, rats show impair-
ments in the use of the contralesional forelimb. These
changes are evident in forelimb movements used dur-
ing exploration (Figure 3.1D) and in the dexterous way
the animals handle food or other objects (Figure 3.1E).
Much like humans [46], rats with these impairments
begin to disuse the affected limb and rely on the ipsile-
sional forelimb more and in different ways to compen-
sate [4,47]. When rats are prevented from using the
ipsilesional forelimb (with limb-restricting vests), the
dendritic growth does not occur [4]. Denervation and
forelimb asymmetries, together, are sufficient variables
to cause the dendritic outgrowth and astrocytic
changes. They can be reproduced in animals by trans-
ecting the callosal fibers to themotor cortex and forcing
use of one limb [4–6]. Together, these studies suggest
that degeneration enhances the propensity of neurons
in the contralateral cortex to grow new synapses and
dendrites, and that behavioral pressures act on this
sensitive neuronal environment to dramatically alter
neuronal structure and connectivity.

This lesion–behavior interaction has functional
consequences. After lesions of the sensorimotor cor-
tex, rats have some impairments in the “less-affected”
(ipsilesional) limb, but they are also able to better learn
a new skilled motor task of manual dexterity (skilled
reaching) with this limb than intact animals learning
the same task with one limb (Figure 3.1J) [8,45]. The
enhanced skill learning co-exists with impairments in
ipsilesional forelimb skills that were established before
the injury [48]. Thus, the lesions appear to impair
existing motor engrams of the ipsilesional forelimb
while enhancing some capacity to learn new skills
with this limb.

This interaction between denervation-induced and
experience-dependent neural plasticity may be consid-
ered adaptive if it permits the injured animal to rapidly
learn compensatory behaviors. However, there are
maladaptive consequences for the function of the
affected limb. Training the ipsilesional forelimb in
skilled reaching worsens motor performance of the
affected limb and reduces the benefits of later rehabil-
itative training focused on the affected limb [45,49]. It
also reduces experience-dependent activation of neu-
rons in the peri-infarct motor cortex resulting from

affected limb training [9]. Bilateral training does not
produce similar effects, suggesting that lateralized skill
learning may be the culprit [9]. The peri-infarct motor
cortex is important for functional recovery of the
affected limb and for rehabilitative training efficacy
(see the section on effects of training focused on
impairments). As it already tends to have impaired
experience-dependent plasticity [50] and undergoes a
major loss of dendrites and spines [12], limiting its
activity and plasticity even further may be particularly
detrimental. The neural basis and behavioral parame-
ters of this effect require much more investigation.

These findings are consistent with the idea that
unilateral brain injury unbalances competitive interac-
tions between the hemispheres [51], and indicate that
behavioral experiences can contribute to this imbalance
in a manner that limits functionally beneficial restruc-
turing in the damaged hemisphere. They also suggest
that the phenomenon of learned non-use, long studied
by Taub and others [46], may be exacerbated by
experience-dependent plasticity. Because maintenance
of normal neuronal function is use-dependent, disuse of
the affected body side may contribute to its dysfunction
and limit opportunities for adaptive neural reorganiza-
tion in the damaged hemisphere (reviewed in [2]).
Behavioral interventions, such as extensive focused
training of affected extremities (see the section on
the effects of training focused on impairments) or com-
bined therapeutic treatments (see the section on
combining behavioral manipulation with other inter-
ventions), may be needed to counter the effect of learn-
ing with the less-affected, ipsilesional body side.

Another general implication of these findings is
that post-injury regenerative processes sometimes
cause brain regions to become more sensitive to
experience-dependent plasticity. This could facilitate
functionally beneficial neural plasticity, but could also
be permissive of excessive and maladaptive plasticity.
This leads to the question of how to capitalize on this
process and steer it in an optimal direction through the
use of specific behavioral manipulations. There is now
a wealth of research indicating that manipulations of
behavioral experience can influence post-injury neural
plasticity and behavioral outcome.

Manipulating environmental
complexity
A classic approach in animal models for studying the
influence of behavioral experience is to compare rats
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housed in simple cages to those in complex, or
“enriched” environments (EC). In a typical complex
environment used for laboratory studies, rodents live
in large social groups in cages with many objects that
can be explored, traversed and manipulated. In the
standard laboratory cage condition, one animal is
housed alone or with one or two cagemates, and
there are few or no objects with which to interact.
Thus, EC simultaneously manipulates social, cogni-
tive, sensory and motor experience. Compared to the
standard cage condition, raising rats in EC increases
neocortical thickness, dendritic arborization, synapse
number, capillary volume, glial processes, hippocam-
pal neurogenesis, and cerebellar Purkinje neuron den-
dritic arborization, and has myriad other brain effects,
as reviewed previously [1]. Housing rats in EC in
adulthood produces many of the same effects com-
pared to standard housing, although the effect
sizes tend to be smaller. Behaviorally, EC housed
animals outperform rats from standard housing on
many measures of learning, memory, and perceptual
function.

As an experimental tool for understanding whether
experience can influence post-injury recovery pro-
cesses, there may be no more powerful manipulation.
As reviewed in more detail in Chapter 5, many studies
have found that EC promotes greater neural plasticity
after brain damage and improves behavioral function.
For example, EC influences post-injury synaptogene-
sis, astrocytic reactivity, and neurogenesis (Table 3.1).

What is improved by EC housing? Rose and col-
leagues found that EC promotes better behavioral
compensation as opposed to true recovery of function
[52]. For example, EC does not influence recovery on
tests that are insensitive to practice, but it is very
effective in improving performance on spatial memory
tasks, which can be solved in a variety of ways. It is less
useful for preserving memories of tasks learned before
the injury than for enhancing post-injury learning.
Thus, EC in animals with brain damage promotes
the capacity for future learning and the capacity to
switch between alternative strategies to perform
tasks, as has long been proposed in intact animals [53].

What about EC leads to improvement in function?
EC encourages physical activity, which may facilitate
learning-related plasticity. Physical activity in intact
animals, such as running, is associated with angio-
genesis, neurogenesis, increases in neurotrophins,
and other plastic changes in the hippocampus, cere-
bellum and neocortex [54]. The impetus to explore an

environment that contains many obstacles may chal-
lenge animals to develop compensatory strategies for
motor coordination and postural support. Motor
coordination training alone has been found to
improve motor function after unilateral cerebral inju-
ries [7]. EC may promote a type of cognitive rehabil-
itation, because performances on some measures of
cognitive function are also improved. Increased social
interactions may have a major influence as well (see
also the section on combining behavioral manipula-
tion with other interventions). In intact rats, increas-
ing the complexity of social interactions induces
dendritic hypertrophy and synaptogenesis in the pre-
frontal cortex [55].

But what relevance do these findings have for
human stroke survivors? After all, humans can be
considered to normally live in an enriched environ-
ment. From the perspective that EC more closely
resembles the human condition than standard labora-
tory cage conditions, these studies suggest that impov-
erishment of experience may limit plasticity and
functional restoration after stroke and other types of
injury. This seems highly relevant because, in humans,
stroke can lead to reduced daily activities and social
interactions [56], forms of impoverishment that ani-
mal studies suggest are likely to be detrimental to
functional outcome.

EC manipulates many behavioral experiences at
once, which increases the likelihood of detecting an
effect on the brain, but limits the ability to know
what type of experience led to the changes. For the
purpose of understanding specific experience–injury
interactions, and for targeting particular impairments,
many researchers have investigated the post-injury
effects of more focused training.

Effects of training focused
on impairments
When animals are trained in an unfocused way, i.e. in
a task that they can solve in a variety of ways, they tend
to compensate with less-affectedmodalities.When rats
are trained on a challenging obstacle course (the “acro-
batic task”) after unilateral sensorimotor cortical
lesions, there is an overall improvement in a measure
of locomotor skill. However, the training primarily
improves the less-affected limb ipsilateral to the lesion,
rather than the affected limb [7]. Furthermore, acro-
batic training increased synaptogenesis in the con-
tralesional motor cortex, but had no significant
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synaptogenic or dendritic growth effects in the resid-
ual motor cortex of the damaged hemisphere [57], a
region which may be more important for affected limb
function, at least after subtotal sensorimotor cortical
damage [39]. Similarly, simply increasing physical
activity (running), although it is well known to have
many positive influences on brain function [54], had
no beneficial effect for skilled motor function of the
affected forelimb after unilateral ischemic sensorimo-
tor cortex lesions [58].

In contrast to these effects of acrobatic training and
exercise, motor skill training that focuses specifically
on impaired extremities after brain injury seems to
more readily improve those extremities’ function and
also induces reorganization and plasticity of neocort-
ical areas [39]. Practice in skilled reaching (also known
as “reach-to-grasp”) has been extensively used in ani-
mal models of focused motor rehabilitative training
(Figure 3.1J). This training approach is believed to
capitalize upon neural mechanisms of motor skill
learning to drive plasticity in regions relevant to the
function of the affected limb. As intact animals learn
reaching tasks, they undergo well-characterized and
time-dependent neuroplastic changes in the primary
motor cortex (see Chapter 1). Nudo et al. [29] found
that, in squirrel monkeys, extensive practice in reach-
ing with the affected forelimb following ischemic
damage to the forelimb representation area of the
primary motor cortex spared the tissue surrounding
the lesion from a loss of movement representation, as
measured with intracortical microstimulation map-
ping. Reaching practice has since been found also to
enlarge forelimb motor map territory in ipsilesional
ventral premotor areas [38]. Similarly, in rats, post-
injury training in skilled reaching improves motor
function and promotes reorganization of the remain-
ing motor cortex [30]. Several studies in human stroke
survivors support that focused training of the affected
extremity can improve its function and promote activ-
ity in the remaining cortex of the injured hemisphere
(see Chapter 21).

Although focused training improves skilled use of
the affected limb, this hardly suggests that the func-
tional improvements are due to “true recovery”.
Whishaw and others have found that improvements
in skilled reaching are due to many subtle alterations
in the movement sequences that animals use to per-
form the task with the affected limb [47,59]. Thus,
even with directed training approaches, functional
improvement may primarily reflect behavioral

compensation, albeit of a more subtle type than that
resulting from reliance on less-affected extremities or
sensory systems. Onemust bear inmind, of course, the
difficulty in instructing rats and monkeys in exactly
how to move their limbs when performing these tasks.

Training has been found to be most beneficial if
initiated early after a stroke. If training is delayed for
one month after cortical infarcts, compared to training
initiated within a week of injury, it is less effective in
sparing movement representations in monkeys [60]
and in improving motor function and enhancing den-
dritic growth in rats [61]. It is likely that time-
dependent degenerative and regenerative processes
make the brain more sensitive to behavioral changes
that occur early after damage.

Aside from motor skills, there is sparse animal
research on focused training of other impaired modal-
ities. EC housing does enhance non-motor functions,
but it manipulates multiple modalities at once so that
it is difficult to know which experiences are important
for a particular behavioral improvement. For rodent
research, there are many tools available for measuring
and manipulating cognitive, attentional, emotional,
sensory, perceptual, social and other functions,
and these present an opportunity to extend animal
models of rehabilitative training to other functional
modalities.

Combining behavioral manipulation
with other interventions
The combination of post-injury pharmacological
manipulations with behavioral training has been
investigated for decades, as reviewed elsewhere [62]
(see also Chapter 4). One adjunct to motor rehabilita-
tive training that we have investigated is low-intensity
cortical electrical stimulation (CS). In rats and mon-
keys with motor cortical infarcts, epi- or subdural CS
delivered for 10–30 days over remaining regions of the
motor cortex during daily practice in skilled reaching
improves functional outcome compared with reach
training alone [63]. A related approach under inves-
tigation in human stroke survivors is the use of non-
invasive transcranial stimulation to modulate cortical
activity [64]. CS-induced improvements in skilled
motor performance are linked to several changes in
the stimulated region of perilesion motor cortex,
including increased density of dendrites [65], synapses
and efficacious synapse subtypes [66], movement
representation area [67], and stimulation-evoked
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potentials [68]. We found that rats with more severe
post-lesion motor impairment benefit less from CS
compared with rats with more moderate impairments
[66]. However, the severely impaired rats were just
beginning to attain levels of reaching performance
equivalent to moderately impaired rats by the end of
the treatment period and therefore might have bene-
fited from a longer interval of CS and training [66].

As reviewed by Plow et al. [63], these animal stud-
ies were used to support the initiation of clinical trials
in human stroke patients. Early phase studies were
promising, indicating that CS was a safe and effica-
cious way to improve upper-extremity motor function
in stroke survivors. However, the phase III, Everest,
study failed tomeet primary endpoints when the entire
group of subjects was included in the analysis. Since
this initial report, follow-up analysis has revealed that
a subset of subjects showed major improvements.
These subjects were ones in which the CS was deliv-
ered at intensity levels that were 50% of those needed
to evoke movement, consistent with the parameters
found to be effective in the smaller clinical trials and in
the animal studies. In the other subjects, no move-
ments could be evoked and therefore the CS was deliv-
ered at a predefined and probably insufficient intensity
level. This may indicate that CS can be effective if
descending motor pathways are sufficiently activated,
which is likely to vary with different injuries and with
stimulation location. This supports the need to better
understand how to tailor treatment strategies for par-
ticular types of stroke.

Maladaptive behavioral experience
In an earlier section, we described how learning skills
with the ipsilesional “less-affected” upper extremity
may be detrimental to the outcome of the affected
body side. Too much or too intense an experience
with affected extremities early after a brain injury can
also hinder recovery. If rats are forced to rely on their
affected limb (by placing them in vests that restrict the
less-affected limb) during the first week after sensori-
motor cortical damage, motor impairments are wors-
ened and there is greater degeneration of the perilesion
cortex [14,69]. Tissue loss is further exaggerated in rats
that are moved from group housing to social isolation
at the time of the injury [70]. Furthermore, early
forced disuse of the affected limb extends the time
window of vulnerability to later overuse [69]. Early
voluntary exercise after traumatic brain damage
reduces the expression of plasticity-related molecules

in the hippocampus [21]. However, if voluntary exer-
cise is delayed, animals show improved function and
there is an enhanced expression of these molecules
[21]. These effects vary with injury severity and type.
Griesbach et al. [22] found that a longer delay is
needed after more severe injuries for exercise to pro-
mote plasticity related proteins in the hippocampus.
Tillerson et al. [19] found that early forced use of the
affected forelimb reduces cell death and motor impair-
ment in a rat model of unilateral Parkinson’s degen-
eration, and this occurs only if it is initiated soon
enough after the onset of neurodegeneration.

Intensely varied social experience may also impair
recovery. Silasi, Hamilton, and Kolb [55] used a para-
digm of increased social complexity in which male rats
were exposed to a rotating set of cagemates of the same
sex, all of which were familiar to them, but which were
changed every 48 h. In intact animals, this experience
promotes dendritic growth and synaptogenesis in the
prefrontal cortex. However, when this regimen of
social change is begun the day following ischemic
motor cortex damage, it blocks spontaneous recovery
of motor function. This, together with previous find-
ings of the benefit of social housing after brain injury
[70], suggests that, at least among adult male rats,
stable social interaction may be optimal for outcome
after brain injury. This study also provides another
example of how experience-dependent plasticity inter-
acts with injury in ways that can be maladaptive for
functional outcome.

Conclusion
In some respects we may think of the adult post-stroke
brain as similar to the developing brain in that it needs
to be shaped by appropriate experiences. We are now
faced with the challenge of understanding how best
to do this. In this chapter, we overviewed findings
from animal research on the significant interactions
between injury and experience as the brain reorganizes
following a stroke. Many aspects of the degenerative–
regenerative cascade can be changed by behavioral
manipulations, influencing post-stroke plasticity and
improving behavioral outcome. However, experience
has the capacity to worsen function, increase degener-
ation, and limit functionally beneficial plasticity. Not
attempting to implement rehabilitative behavioral
techniques is also risky, because non-directed experi-
ences of the animal may drive neural reorganization in
functionally maladaptive directions. This accentuates
the urgency that we obtain more detailed and more
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clinically relevant knowledge about these processes.
Because experience effects vary with injury severity,
location and type, it seems important to investigate the
many varieties of stroke that occur (see Chapter 8).
There remain many other under-investigated stroke-
related issues, including how age, gender, and modality
of impairment interact with experience and degenera-
tive processes. All of these issues are highly pertinent
and suitable for investigation with animal models.
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4 Post-stroke recovery therapies in animals
G. Campbell Teskey & Bryan Kolb

Introduction
One of the primary reasons scientists perform post-
stroke recovery research on rodents is to determine the
usefulness or efficacy of certain treatments or therapies.
The foundation for the validity of animal research is the
extended common history that other animals share
with our species and the relatively conservative process
by which evolutionary change takes place (Chapter 7).
Thus there should be constancy in cerebral organiza-
tion and function, both between and within mamma-
lian species (Chapter 1). That said, the failure of clinical
trials for certain treatments that were effective in ani-
mal models has raised an opposing view, expressed in
its most extreme form as “animal research tells us
nothing about whether a treatment will be effective in
people.” Whereas some postulated reasons for the fail-
ure of the clinical trials have been summarized else-
where [1], here we offer a series of considerations that
should be well contemplated when adopting an animal
model to investigate whether a certain treatment or
therapy will be effective and potentially translate to
people that have sustained a stroke. The considerations
fall into four broad categories: intervention issues,
organismal factors, modeling stroke, and measure-
ment. We also review four categories of treatments
and therapies that are utilized in animal models to
facilitate recovery: enrichment/experience, pharmaco-
therapy, cell-based therapies, and electrical stimulation.

Considerations (Table 4.1)

Timing and intensity of intervention
When a cerebral attack or stroke occurs there is a non-
trivial interruption of the blood supply to one of the
cerebral arteries. This sets off a domino-like cascade
of neurodegenerative changes that develop over
several timescales (Figure 4.1). The drop in oxygen

concentration causes changes in the ionic balance of
the affected regions over the first seconds to minutes,
including changes in pH and properties of the cell
membrane. These ionic changes result in a variety of
pathological events, including the release of excessive
amounts of glutamate and the prolonged opening of
calcium channels. The open calcium channels allow
high levels of calcium to enter the cell, which in turn
leads to a number of toxic effects that result in cell
death. The development of considerable edema (swel-
ling) is a major complication over the first day follow-
ing stroke. The swelling itself can cause neuronal
injury, dysfunction, and death. These post-stroke
changes in neuronal functioning lead to a drop in
metabolic rate and/or glucose utilization in the injured
hemisphere that may persist for days. Moreover, areas
that receive synaptic input from the primarily dam-
aged area suffer a sudden withdrawal of excitation or
inhibition. Such sudden changes in input lead to a
greater loss of function and secondary cell death that
may be even more pronounced than the cell death
resulting directly from the injury itself. Following cell
death, inflammatory processes begin almost immedi-
ately. Microglia invade the damaged region via the
vascular system and clear away degenerative debris, a
process that may take months to complete. Astrocytes
adjacent to the lesioned area enlarge and extend
fibrous processes that serve to isolate the surfaces of
the injury from the surrounding tissue. Stem cells may
also be stimulated to increase division in the subven-
tricular zone and to migrate to the injury, although we
do not yet know what function these cells might have.
Thus, when considering a treatment, the timing of the
intervention in relation to the post-stroke neurodege-
nerative cascade must be evaluated.

Treatments for cerebral injury can be targeted at
different aspects of the neurodegenerative cascade.
Agents that are designed to protect neurons from the
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cascade of toxic events that follow an ischemic episode
are called neuroprotectants. For example, drugs can be
used to block calcium channels or prevent ionic imbal-
ance. There are also new classes of drugs targeting
novel channels. One example is the transient receptor
potential (trp) channels that mediate the response of a
cell to extracellular environmental changes by increas-
ing or decreasing the selective permeability to partic-
ular ions. Lowering of temperature and thus slowing
metabolism is another promising immediate post-
stroke treatment [2]. Obviously the field of neuropro-
tection is critically important and should receive
more inquiry.

Treatments that make use of plasticity, the endog-
enous ability to change the structure and function of
the brain, are normally initiated some time after the
ischemic insult. It is important to consider that if
initiated in the immediate post-injury period, some
types of activities might actually make cell death
worse or interfere with beneficial plastic changes.
During the course of studies investigating the promo-
tion of functional recovery after injury, Schallert and
his colleagues accidentally found that initiating intense
therapy soon after a stroke worsened the damage [3]
(see Chapter 8). In these studies, rats were fitted with a
restraint harness that prevented them from using the
forelimb ipsilateral to a sensorimotor cortex injury,
thus forcing use of the impaired limb. Unfortunately,
the rats that had continual forced use of the affected
limb showed significantly enlarged lesion cavity and

worse functional outcome. Although few human stroke
treatments would be this intense, the Schallert studies
focus attention on the question of when therapy should
commence and how intense it should be.

Related to the timing of the treatment or therapy is
the intensity or amount of intervention. Our field is
not sufficiently advanced to enable us to know a priori
the amount of drug or intensity of therapy that will
have the optimal effect. Similar to deriving a dose–
response curve, researchers need to assess a series of
different intensities of therapies for particular patient
groups. Moreover, individual differences in responses
should also be considered. There is growing evidence
that patients who are placed in a dedicated stroke unit,
rather than being treated on an outpatient basis, are
likely to show a better outcome because they receive
more intensive treatment from a variety of healthcare
professionals.

Organismal factors
Age
Strokes can occur at any age with a relatively high
incidence of cerebral attack in the young, usually at
birth. However, most people that sustain and survive a
stroke are aged. It has long been known that, on
average, children seem to have a better outcome after
injury than adults. Kolb has examined the behavior of
adult rats that received focal injuries to the medial
prefrontal, motor, temporal, posterior parietal, or

Figure 4.1 Time course of post-stroke
events in the neurodegenerative cascade.
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posterior cingulate cortex on postnatal days 1, 4, 7, 10,
or 90 (i.e., adult) [4]. The overall result was that
regardless of the location of injury, the functional out-
come was always best after injury sustained during the
second week of life, which in the rat is a time of intense
cerebral synaptogenesis and glial formation. The take-
home message is that it is the stage of neural develop-
ment, and not age per se, that is the important variable
in recovery.

Injured young brains have been shown to compen-
sate for lost tissue in three ways: (1) reorganization of
existing neuronal networks; (2) development of novel
networks; and (3) regeneration of the lost tissue
(which is dealt with later in the chapter). Existing
normal circuits are found to reorganize following uni-
lateral damage to motor systems. When damage
occurs to the cortex that normally gives rise to the
corticobulbar and corticospinal pathways, the intact
pathway on the opposite side sprouts both an enlarged
ipsilateral corticospinal pathway as well as new con-
nections to subcortical motor regions of the damaged
hemisphere [5]. Similar findings are seen in sensory
systems as novel pathways develop after damage [6].
Neuronal network remodeling in the form of changes
to dendritic morphology have also been observed after
early injuries. The overall result of these studies is
that when functional outcome is positive, there is an
increase in dendritic arborization and spine density in
pyramidal neurons in the remaining cortex. When
functional outcome is poor, however, there is an atro-
phy of dendritic arbor and spine density.

It is generally assumed that as animals age they
become less plastic. Teuber reported that brain-
injured soldiers also showed a benefit of younger age:
18-year-olds fared better than 25-year-olds, who in
turn fared better than older soldiers [7]. Although it
has been shown that older animals demonstrate less
synaptic potentiation in response to high-frequency
stimulation [8], even senescent animals can show con-
siderable cortical plasticity [9]. Systematic studies of
cerebral plasticity and behavior throughout the life
span in both normal and brain-injured animals are
still required. Moreover, the health status and life-
history of experience rather than the age of the animal
may be the predominant factor.

Comorbid conditions
Most people that survive a stroke often have a variety
of other pre-existing medical conditions such as dia-
betes, arthritis, atherosclerosis, and hypertension that

need to be modeled by stroke researchers. For
instance, a clinically relevant model of human stroke
is the stroke-prone spontaneously hypertensive rat.
This strain of rat has been shown to have a genetic
predisposition to cerebral ischemia and exhibits
hypertension and an increased sensitivity to experi-
mentally induced stroke. Following stroke, these rats
exhibit greater impaired functional recovery com-
pared to a normotensive strain from which the hyper-
tensive strain was derived [10]. The usage of animal
models that replicate at least some of the more preva-
lent comorbid conditions in people that have had
strokes will need to be more fully embraced by
researchers.

Most stroke survivors take numerous medications
for a variety of ailments and conditions. For instance,
because clinical depression is found in the majority of
stroke survivors (see Chapter 14), the prescription of
specific serotonin reuptake inhibitors (SSRIs) has been
almost universal where available. SSRIs have been
shown to alter brain activity and modulate motor
performance in stroke patients in a use-dependent
fashion. Moreover, several antidepressants, including
fluoxetine, increase growth factors and other proteins
associated with plasticity, such as brain-derived neuro-
trophic factor (BDNF). In one study, however, the
addition of fluoxetine treatment to rehabilitation ther-
apy did not alter the degree or rate of recovery of
function compared to non-treated animals [11]. In
another study, fluoxetine did not affect sensorimotor
or water-maze performance in aged rats after exper-
imental stroke [12]. The ability of fluoxetine to alter
brain activity and increase growth factors does not
appear to be an effective pharmacological adjunct to
rehabilitative therapy after ischemia in rats.

Seizures are observed following strokes in people
and are also commonly observed following the crea-
tion of a stroke in animal models. Many investigators
ignore the seizures and treat them as a nuisance.
However, the duration and severity of seizures can
dramatically affect stroke size and behavioral outcome,
with long seizures associated with a negative outcome.
Seizures can dramatically change the balance between
excitation and inhibition, resulting in reorganized
movement representations [13] and sensory function
[14]. Moreover, seizures are known to reorganize cir-
cuits throughHebbian-like algorithms due to the coin-
cident firing of pre- and postsynaptic neurons that
occurs during an ictal event. Thus, seizures may “use
up” plastic capacity, leaving the brain less responsive
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to treatments and therapies. Alternatively, brief and
mild seizures are known to stimulate the production
and release of growth factors, which in turn could
support vulnerable neurons, prevent cell death and
assist in the formation of new circuits. A common
view in the medical community seems to be that all
seizures are bad and should be treated with anticon-
vulsants. This leads to two problems: (1) not all seiz-
ures may be associated with negative outcomes and
may in certain circumstances be beneficial or at least
innocuous, and (2) anticonvulsant medications them-
selves are known to be associated with developmental
delays and poorer functional recovery [15]. The take-
home message on seizures is that they should not
be ignored in experimental settings because they
represent an important variable that needs to be
understood.

Sex and hormonal status
Males and females have been shown to have different
responses to brain injury and post-injury treatments.
For example, the effect of frontal injury in both
humans and rats is more severe in females than in
males [4]. When rats with similar frontal injuries
early in development were placed in complex environ-
ments, there was a greater benefit of the treatment on
cognitive functions for male rats than for females,
whereas the opposite pattern of results was found for
motor functions [16]. Moreover, the cyclic nature of
hormone levels and hormonal status (e.g. menopause)
can also influence plasticity and, thus, recovery pro-
cesses [17]. How the existing medical condition, med-
ications and brain injury interact will likely be an
extremely complex puzzle to untangle.

Modeling stroke
Occlusion of the middle cerebral artery (MCA), which
is responsible for the majority of thrombotic strokes in
humans, is the most widely employed model of stroke
using rodents. This leads to a problem for those of us
interested in functional recovery. The problem is
that the infarct volume following MCA occlusion in
rodents is proportionately very much larger than that
found in humans, always involves both gray and white
matter, and is devastating from a behavioral perspec-
tive. Thus, while the MCA occlusion has face validity,
it is not a good choice for those interested in examin-
ing behavioral recovery. There are other methods to
induce focal ischemic infarcts that can be fairly pre-
cisely localized to specific brain regions that leave

substantial tissue intact that will support functional
recovery. These methods can also be used to lesion
either gray or white matter (or both) and to target
specific locations. The location of the stroke and type
of impairment is also important, because this deter-
mines whether the infarct gives rise to sensory, motor,
or cognitive impairment.

People who survive strokes vary in the degree of
impairment from mild to catastrophic (see Figure 4.2).
Those with mild impairments often make a full recov-
ery to the point that they do not manifest obvious
impairment of function. At the opposite end of the
spectrum there are individuals who survive a stroke
that will be maintained on artificial life support for the
remainder of their life. In the laboratory, treatments
are usually tested for efficacy in animals with moderate
impairments, while severely and mildly impaired
animals are removed from the study for ethical and
practical reasons. Researchers should consider exam-
ining the amount of impairment on an individual
animal basis to determine the relationship between
the degree of impairment and the efficacy of the
therapy. This is an important consideration from the
perspective of industry, as they are interested in identi-
fying individuals that will reap the most benefit from
their treatment.

Measurement issues
Researchers routinely report quantitative end-point
measures of the behaviors of their subjects. End-
point measures, such as latency to initiate a movement
or duration to complete a task, or percent success at
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Figure 4.2 Amount of available recovery post-stroke. Animals with
mild strokes recover fully but can only show small improvements.
Animals with moderate strokes can show substantial recovery.
Animals with severe strokes often do not recover and show
progressive deterioration.
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retrieving a pellet, are three common examples. While
end-point measures are important, they capture only a
sliver of the whole behavior of the animal. Taking a
more comprehensive approach to behavioral measure-
ment can lead to important insights. For instance,
Whishaw and colleagues developed a 10-point kine-
matic analysis of how rats use their forelimb when
retrieving a food pellet [18]. Brain-injured rats often
perform differently from controls on the task even
though their end-point measures may be equivalent.
Thus, a wealth of important data that are available to

the researcher should be utilized. Unfortunately, the
measurement sophistication and detail in the clinic are
often quite crude and are lagging behind those
employed by animal researchers in the lab.

Each mammalian species has a behavioral reper-
toire available to it. The repertoire represents the
whole range of behaviors supported by their brains
and bodies. Rats in particular are highly skilled at
reaching and performing fine and dexterous manipu-
lations with their forelimbs [19]; thus, they provide
wonderful models for behavioral study. However,

Table 4.1 Several considerations when modeling post-stroke treatment or therapy in animals.

Consideration
category

Subcategories Specifics

Intervention

Timing of
intervention

How long after stroke

Intensity of
intervention

How much of the day and for how long

Persistence of
treatment effect

Duration of benefit

Organismal
factors

Age at time of
stroke

Newborn, young, adult, aged

Comorbid
conditions

Other medical conditions (atherosclerosis, coronary disease, diabetes,
hypertension), medications, seizures

Sex Male, female

Hormonal status Juvenile, adult, post-menopausal

Modeling strokes

Type of stroke Global, focal (thrombotic, hemorrhagic)

Location of stroke Gray matter, white matter, mixed

Kind of
impairment

Motor, sensory, cognitive, mixed

Degree of
impairment

Severe, moderate, mild

Stroke induction
methodology

Arterial occlusion, focal (pial strip, electrocautery, photothrombotic)

Measurement

Species Size of brain (proportion of gray and white matter), available
behavioral repertoire, practical (cost) and ethical (companion animals)
concerns

Measurement End points of success, behavioral strategies (recovery or
compensation)
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there are important structural differences in the shoul-
der and wrist anatomy between rats and primates
(including humans) and the differences must be
accounted for when drawing parallels to humans.
Simply put, species differences in sensory, cognitive,
and motor function (e.g. bees have a visual range that
includes the ultraviolet and dogs lack color vision)
must be considered when examining and interpreting
their behaviors.

Enrichment/experience
Studies of laboratory animals have consistently shown
that the single most successful treatment strategy for
optimizing functional recovery from a variety of forms
of experimental brain injuries is placing animals in
complex, stimulating environments [4,20]. Although
themechanisms responsible for the beneficial effects of
complex housing are not fully known, it has been
hypothesized that the treatment may increase the syn-
thesis of neurotrophic factors, which in turn facilitate
synaptic plasticity. Motor training has been shown to
upregulate trophic factors such as BDNF and basic
fibroblast growth factor (bFGF or FGF-2) [21], so we
might anticipate that rehabilitative motor training
after cerebral injury would also be beneficial. There
is some evidence of benefits from repetitive motor
training [22], and this type of training is often used
by physiotherapists. Such treatments have not always
been found to be beneficial, however, and the
differences may be related to the details of the training.

Pharmacotherapy
Drug therapies can provide a relatively easy and cost-
effective means of facilitating plastic changes in the
injured brain that would support functional improve-
ment. Psychomotor stimulants such as amphetamine
or nicotine are known to stimulate changes in cortical
and subcortical circuits in the normal brain. It is thus
reasonable to suppose that these agents could stimu-
late plastic changes in the injured brain to facilitate
recovery. Nicotine appears to facilitate recovery from
strokes in motor regions and does so by supporting
synaptic changes in spared motor regions [23]. These
changes are correlated with both qualitative and quan-
titative changes in behavior. Amphetamine has also
been shown to be beneficial in rats, but has had mixed
clinical success. Kolb and colleagues have compared
the effects of amphetamine on recovery from focal
versus more extensive strokes [24]. Amphetamine

was effective in producing both synaptic change and
behavioral improvement after focal cortical injuries,
but showed little benefit after large middle cerebral
occlusions. In contrast, nicotine still produced some
benefit after larger strokes. One important difference
between the drugs is that nicotine has more wide-
spread effects on cortical circuitry than does amphet-
amine [25], a difference that may account for the
added benefits of nicotine after cerebral injury.
However, it should be recognized that the effect of
nicotine was studied by giving rats nicotine alone
and not in conjunction with smoke and other contam-
inants related to taking nicotine by smoking tobacco.
It seems likely that post-injury smoking would not be
the ideal treatment, especially after stroke. Moreover,
the nicotine was delivered to naïve rats that did not
have prior experience with nicotine. The beneficial
effects of nicotine should not be assumed to occur in
individuals with extensive experience with the drug.

Growth factors and their analogs form another
class of compounds that hold promise in enhancing
recovery after stroke. The first neurotrophic factor to
be described was nerve growth factor (NGF), and later
Kolb and colleagues showed that it produced about
20% increases in the dendritic arborization and spine
density in cortical pyramidal neurons in otherwise
normal animals [26]. A subsequent study showed
that rats with large cortical strokes had about a 20%
decrease in dendritic arborization in the remaining
motor regions and that this loss was completely
reversed by NGF [27]. Although the results of this
study were compelling, the difficulty with NGF as a
potential treatment is that it is expensive and does not
pass the blood–brain barrier, a drawback that does not
affect FGF-2. FGF-2 holds promise as a potential treat-
ment because psychomotor stimulants also transiently
increase FGF-2 [28]. There is evidence that adminis-
tration of FGF-2 after stroke can stimulate functional
improvement, although the effects were small and
task-dependent [29]. A later study found that while
FGF-2 alone had a minimal effect on recovery from
motor cortex injury, FGF-2 was very effective in stim-
ulating functional improvement when given in combi-
nation with rehabilitation training or complex
housing. Furthermore, the functional improvement
was correlated with increased synaptogenesis in the
remaining motor regions. It may be the case that the
endogenous production of neurotrophic factors is
potentiated by experience [30]. Thus, it is possible
that one mechanism whereby experience facilitates
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functional recovery is by increasing the endogenous
production of neurotrophic factors, which in turn
stimulate synaptic changes. For example, allowing ani-
mals to spontaneously run in running wheels or
explore complex environments can increase levels of
growth factors, stimulate neurogenesis, increase resist-
ance to brain injury, and improve learning and mental
performance [31]. Little is known, however, about the
optimal timing or intensity of exercise needed to max-
imally enhance behavioral outcome or neuronal
plasticity.

Cell-based therapies
The rapid progress in stem cell biology in recent years
has led to an increasing interest in regeneration-based
treatment strategies for damaged adult brain tissue.
These novel tactics are based on two general
approaches, namely replenishment of lost cells by
transplantation, and enhanced activation of endoge-
nous stem cells. Both approaches have their strengths
and weaknesses with respect to practical and ethical
considerations. A perfect scenario for recovery involv-
ing endogenous stem cells would at least involve the
following general steps. Precursor cells are upregu-
lated to sufficient levels to replace the cells lost due to
the stroke. The cells then migrate to the site of injury
and differentiate into the lost cell types (neurons,
astrocytes, oligodendroglia, and others) and the
uncounted myriad of subtypes (e.g. excitatory projec-
tion pyramidal cells and local inhibitory interneur-
ons), in the correct, brain area-specific proportions.
The neurons then form a working neural network with
appropriate internal circuitry and correct synaptic
connections with the spared tissue. In parallel, glial
cells would provide their supportive and myelination
roles. Finally, on the systems level the new tissue must
operate correctly to restore function for the ultimate
goal of regenerative medicine to be achieved. While at
first this scenario may seem highly improbable, it
should be remembered that during development
most of this process occurs. The trick is to get the
adult brain to recapitulate the normal developmental
sequences within the lesioned area and then make
proper contact with existing tissue. Thus, from a
basic science perspective we need to fully understand
the principles and specifics of brain development if we
are to achieve brain tissue replacement.

A fortuitous observation that the medial prefrontal
cortex can regenerate in postnatal rats provides a

model of brain tissue replacement. Pioneering studies
by Bryan Kolb demonstrated that neonatal rats that
received medial frontal cortex lesions at 10 days of age
exhibited spontaneous filling-in of the lesion cavity
[32] and, when assessed as adults, these animals
showed restitution of some behavioral abilities that
are dependent on an intact medial frontal cortex
[33]. Although the spontaneous regeneration that
can occur after medial prefrontal cortex (mPFC)
lesions is uncommon in other structures, it can be
induced by infusion of FGF-2 after cortical injury on
day 10 [34,35]. Richard Dyck confirmed the observa-
tions of spontaneous regeneration in mice lesioned at
postnatal day 7 and extended this model tomake use of
transgenic technologies and thus identify molecular
and genetic substrates that are necessary for regener-
ation. This understudied phenomenon could lead to
enormous breakthroughs in the development of brain
repair technologies.

The perfect scenario for recovery may be out of
reach given our current limitations, but it is quite
reasonable to propose a beneficial role of neuronal
stem cells (see also Chapter 24). The exploitation of
endogenous neural stem cells for therapeutic purposes
has been investigated within a number of disease
models including stroke. Experimental models of
stroke induce proliferation of stem cells resident
in the subventricular zone and/or dentate gyrus
(Figure 4.3). Neuronal migration is rerouted from
the rostral migratory stream to damaged cortex and
striatum. Likewise, cells resident in the dentate gyrus
will migrate to the lesion site within the hippocampus.
Once at the lesion site, these new cells incorporate into
the ischemic penumbra. Although most of these cells
die within the first few weeks [36], those cells that do
survive appear to differentiate into the predominant
neuronal or glial phenotype and integrate into the
existing circuitry. Unfortunately, this small number
of surviving cells is not enough to support full func-
tional recovery. As such, methods aimed at further
increasing proliferation, differentiation, and survival
are required to make optimal use of intrinsic stem
cells. Singly and in combination, epidermal growth
factor (EGF), FGF-2, and erythropoietin (EPO) have
been shown to assist in the differentiation and survival
of new neurons. Kolb and colleagues gave adult rats
an ischemic lesion to the primary motor cortex and
treated them three days later with EGF followed by
EPO [27]. This treatment resulted in tissue regenera-
tion concomitant with motor recovery. Importantly,
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when this new tissue was removed following behavio-
ral recovery the deficit re-emerged, demonstrating the
importance of the new tissue to recovery. However, the
exact role the new tissue plays in supporting recovery
is not known. Two reasonable hypotheses are that the
new area may be re-establishing lost connections, or
playing an indirect role through enhancing cortical
plasticity. One such possibility is that the new tissue
secreted growth factors that increase plasticity of the
adjacent tissue and thus promote functional improve-
ment. The inappropriate migration, differentiation,
and integration of numerous new neurons in the hip-
pocampal dentate gyrus after prolonged and severe
seizures brings home the point that the detection and
prevention of status epilepticus in animal models is of
paramount importance [37].

Importantly, adult neurogenesis is not the only
self-repair mechanism of damaged CNS tissue. As
the glial response and angiogenesis are active partic-
ipants in repair mechanisms, the appropriate interac-
tions among neurons, glial cells and vascular systems
are crucial for functional CNS repair.

Astrocytes
The roles of reactive astrocytes in the repair of dam-
aged CNS tissue have been controversial. Reactive
astrocytes are thought to produce chondroitin sulfate
proteoglycan, which inhibits axonal regeneration,

thereby exerting a detrimental effect on CNS repair.
However, reactive astrocytes also have beneficial
effects on repair: they were shown to play a crucial
role in wound healing and functional recovery before
the completion of glial scar formation. Astrocytes
surrounding the lesion undergo characteristic changes
involving hypertrophy, process extension, and the
increased expression of intermediate filaments.
Astrocytes also migrate to the lesion area and compact
inflammatory cells, thereby contracting the lesion
area. Stat3, a principal mediator in a variety of biologic
processes including cancer progression, wound heal-
ing, and the movement of various types of cells, is
required for astrocyte migration. Thus, Stat3 signaling
and reactive astrocytes may be potential new therapeu-
tic targets for the treatment of CNS injury such as
stroke.

Vascular system
Angiogenesis, the creation of new blood vessels, is
known to occur following cerebral infarction. The
expression of several angiogenesis-related genes is
regulated in an orchestrated fashion in the brain after
ischemia [38]. The role of the vascular system in CNS
repair appears to be highly significant, and the poten-
tial roles of blood vessels as scaffolds for neuroblast
migration in ischemic brain are intriguing. Palmer and
colleagues speculated that neurogenesis was intimately

Figure 4.3 Bromodeoxyuridine
(BrdU)-stained cells indicating cellular
genesis after motor cortex lesion. Panels
A (non-lesioned) and B (lesioned) indicate
BrdU cells immediately dorsal to the lateral
ventricle (bottom left in panels). Panels
C (non-lesioned) and D (lesioned) indicate
BrdU cells at cortical lesion sites. Cellular
genesis is upregulated following lesion
and cells migrate from the subventricular
zone to the lesion sites. Scale bar in A is
300 µm and in C is 100 µm.
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associated with a process of active vascular recruit-
ment and subsequent remodeling [39]. Adult neuro-
genesis occurs within an “angiogenic niche,” which
may provide an interface where mesenchyme-derived
cells and circulating factors influence plasticity in the
adult CNS [40]. Vascular endothelial cells released
soluble factors that stimulated the self-renewal of neu-
ral stem cells, suggesting vascular endothelial cells to
be a critical component of neural stem cell survival.

Our current knowledge base regarding the func-
tions of newly generated cells must be expanded.
Answering the question of the functional significance
of adult cell genesis in intact animals is also of the
utmost importance as we try to co-opt these mecha-
nisms to repair damaged systems.

Electrical stimulation
Compared to other treatments and therapies, electrical
stimulation has received much less attention. However,
stimulating the surface of the brain as a means to mod-
ulate regional activity during motor performance is
emerging as a promising approach for facilitating reha-
bilitative interventions after stroke. The premise is that
cortical stimulation recruits neurons thatmay otherwise
be insufficiently activated during task performance and
that this enables activity-dependent synaptic plasticity
that mediates recovery of skilled movements in the
impaired forelimb. As a proof of principle, studies in
rats with infarcts of the sensorimotor cortex indicate
that the efficacy of rehabilitation can be enhanced by
coupling it with cortical stimulation through electrodes
positioned over peri-infarct areas (Figure 4.4). Thus
cortical stimulation is really an adjunctive treatment to
behavioral therapy. In this approach the minimum
amount of current to elicit a forelimb movement is
first determined. This also establishes that the electrode
has been placed in the correct location and is capable of
activating a movement – a practice that is, in our opin-
ion, critical for translation into clinical trials. Then as
the animals undergo daily training on a skilled reaching
task they receive current at an intensity that is sub-
threshold (usually 50%) to evoke movements. Several
laboratories using different kinds of stroke induction
methods (endothelin-1, pial strip, and electrocautery)
have shown efficacy with bipolar or monopolar stimu-
lation between 40 and 70% of initial movement thresh-
olds and between 50 and 100Hz.

Not all the neural mechanisms underlying these
functional effects are known. However, cortical
stimulation-induced improvements in reaching success

[41] coincide with neuroplastic changes in the
stimulated region of the sensorimotor cortex, including
increased surface density of layer V dendritic processes
[42], greater density of synapses with multisynaptic
boutons and perforated post-synaptic densities that
are presumed to be more efficacious [43], expansion
of movement representations detected using intracort-
ical microstimulation mapping in rats [44] as well as in
monkeys [45], and enlargement of the polysynaptic
component of motor cortical evoked potentials that is
indicative of propagating neural activity through a net-
work [46]. All of these enhancements were observed in
comparison to animals receiving rehabilitation alone.
The combination of task practice and cortical stimula-
tion may aid in inducing greater structural and func-
tional plasticity within adjacent cortical and, possibly,
corticospinal pathways [47] leading to greater motor
recovery following stroke. Elucidating the specific neu-
ral mechanisms mediating these functional improve-
ments should assist with motor “re-learning” after
brain damage [48].

Summary
When the brain is injured, there are both degenerative
and reparative processes that occur over seconds to
months.Degenerative processes produce thenon-specific
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Figure 4.4 Enhanced and persistent recovery following unilateral
focal ischemic infarct to sensorimotor neocortex. At baseline (0) rats
demonstrate proficient use of a forelimb to retrieve pieces of pasta
and then they undergo a focal ischemic infarct. Oneweek post-stroke
they demonstrate moderate impairment. Rats then receive two
weeks of rehabilitative training (RT) on a motor task with (squares) or
without (diamonds) electrical cortical stimulation (CS) using 100Hz
cathodal stimulation at 50% of movement threshold. Rats that
received both the rehabilitative therapy and electrical stimulation
show superior performance (weeks 2–3). Weekly follow-up testing
without stimulation shows the enhanced performance persists
(weeks 4–14).
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effects of the brain injury, such as the loss of cells
and synapses in widespread brain regions. The reparative
changes that follow use the brain’s endogenous capacity
to restructure, allowing compensatory behaviors to
emerge and improve performance. Several treatments
and therapies appear to facilitate the rate and extent
of behavioral recovery, many of which work best
when used in combination. There are many factors and
issues that should be considered when selecting and
implementing an animal model of stroke. Learning
more about the brain’s ability to relearn should help us
improve recovery and quality of life for people who have
had a stroke.
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5 Environmental effects on functional
outcome after stroke
Barbro B. Johansson

Introduction
Interaction between genes and environment is neces-
sary for all life and has reached the highest level in the
human cerebral cortex. The property of the brain to
interact and adapt to environmental requirements and
multisensory stimulation as well as to our activities,
skill acquisitions, and thoughts is referred to as brain
plasticity, and it occurs at many levels from molecules
and cells to cortical networks [1,2]. Although the con-
cept of plasticity had been proposed earlier, the first
known experimental evidence that environment can
influence behavior was provided by Donald Hebb in
1947, who reported that rats that were allowed to run
around in his house had better memory and higher
capacity to solve problems than rats housed in the
laboratory [3]. In the 1960s, Rosenzweig and associates
demonstrated that functional improvement induced
by environmental enrichment was associated with
morphological and biochemical changes [4]. Further
experimental studies have verified that brain plasticity
plays a role in the intact brain and after acute brain
disorders [5–8], and there is accumulating evidence
that environmental stimulation may have a beneficial
influence in delaying the progress in degenerative dis-
orders [9].We usually talk about the positive aspects of
plasticity, but it is important to realize that reduced
sensory input and motor activity have the opposite,
negative effects. The question dealt with here is what
experimental and clinical evidence we have to support
that environmental issues are important in stroke
rehabilitation [10].

Environment, dendrites and
dendritic spines
After a ligation of the middle cerebral artery (MCA),
rats housed in an enriched environment during both

the pre- and post-ischemic period improve earlier and
slightly more than when housed in the enriched envi-
ronment only during the post-ischemic period. Both
groups perform significantly better in a variety of tests
than rats housed in single cages, a condition that, in this
review, is called deprived housing [11]. Environmental
enrichment can also reduce the spatial memory deficit
that is caused by cortical infarcts in the rat [12].

A consistent effect of environmental enrichment in
intact animals has been on the morphology of den-
drites and dendritic spines. It was shown 35 years ago
that enriched housing increased the number of den-
dritic branches and dendritic spines in the intact rat
brain [13,14] and many later studies have confirmed
these observations [6]. Dendritic spines are the pri-
mary postsynaptic targets for excitatory glutaminergic
synapses in the mature brain. The dendritic tree is
covered with a variety of excitable synaptic channels
operating on different timescales and with activity-
dependent sensitivity enabling a sophisticated neuro-
nal plasticity.

With a method that allows a three-dimensional
view of dendritic spines and optimal quantification
of dendrites, three weeks of enriched housing signifi-
cantly increased the number of dendritic spines per
unit length in pyramidal neurons in layers 2/3 and
layer 5 compared with rats from the same litter housed
in cages with 3–4 rats per cage. After a cortical infarct,
the same effect was observed in layer 2/3 neurons in
the homotopic contralateral somatosensory cortex
(Figure 5.1) [15]. In contrast, the number of layer 5
pyramidal neurons was reduced in both groups with
infarcts, most likely due to extensive reduction of
connections from the corpus callosum in this model.
The three-week postoperative time was chosen
because at that time significant differences in func-
tional outcome between enriched, standard (3–4 rats
housed together), or deprived rats are well established.
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Layer 2/3 pyramidal neurons are the most abun-
dant cells of the neocortex. They have extensive hori-
zontal connections with ipsilateral cortical regions that
are strengthened following skill learning in the rat
motor cortex [16]. The environmental effect on the
number of dendritic spines in layers 2/3 in the
somatosensory cortex is consistent with the better
functional outcome, but does not prove a causal con-
nection. To what extent changes in the contralateral
cortex are essential for functional recovery is still
debated.

Some studies on the effect of environmental
enrichment suggest that environment may have some
influence and sharpen the borders in somatosensory
maps. Thus, the electrophysiological maps of the skin
surfaces of the forepaw were compared in rats housed
either in standard or enriched environments after
weaning. In enriched rats the glabrous skin exhibited
a significant representational expansion that occurred
at the expense of responses to taps, pressure, or joints
and the representation expansion favored the digit
tips. In the standard environment condition, the pha-
langes were represented within a common finger area,
whereas the phalanges were clearly separated and thus
better defined in the stimulated rats [17]. A compar-
ison between young adult (3.5–5 months), mature
(6.5–8 months), and senescent (23–38 months) rats
demonstrated that use-dependent remodeling of
somatosensory maps occurs throughout life, and that
environmental and social interaction can partially off-
set the age-related breakdown of somatosensory cort-
ical maps [18]. Because a stimulating environment
activates many muscles at the same time, the same
competition between cortical regions as seen after
specific motor training would not be expected [19].

With multiphoton confocal microscopy com-
bined with 3D laser scanning, individual cells and
cortical networks can be studied in vivo at a depth of
up to 1mm in the mouse cortex, enabling direct
visualization of the behavior of cells in their natural
environment and their response to manipulation
over long periods of time [20]. The majority of
spines are present during the entire imaging period
(weeks), but some are transient, appearing and dis-
appearing on a daily basis. Structural plasticity of
axonal branches contributes to the remodeling of
specific functional circuits. In a photothrombotic
stroke model, peri-infarct dendrites were shown to
be exceptionally plastic, manifested by a dramatic
increase in the rate of spine formation that was
maximal at 1–2 weeks (5–8-fold increase) and still
evident 6 weeks after stroke [21]. In a longitudinal
study of cortical reorganization after an infarct in the
somatosensory cortex in mice combining 2 photon
imaging with electrophysiology, autoradiography,
and behavior, a marked transient increase in neuro-
nal activity was observed in the intact contralateral
cortex 2 days after an infarct, and followed by an
increased turnover rate of synaptic spines at 1 week.
At 4 weeks when functional recovery had occurred, a
new pattern of electrical circuit activity in response
to somatosensory stimuli was established, indicating
that remodeling of neuronal circuits and establish-
ment of new sensory processing in the contralateral
hemisphere is possible in a mouse model [22]. So far
no study with this in vivo technique has been specif-
ically dedicated to environmental influences.

Gene expression, neurotrophic
factors, and neurogenesis
In an enriched environment, animals have the oppor-
tunity for enhanced social interactions, and are
exposed to multisensorial stimulation provided by
the high level of physical activity and the frequent
supply of new objects in the cages (Figure 5.2). To
evaluate the relative importance of different factors,
rats with focal cortical infarcts were housed in
enriched, social (i.e. the same number of rats in a
large cage but no equipment and objects) with indi-
vidually housed rats with free access to a running
wheel. The rats were tested in a variety of tasks from
2 to 13 weeks after the occlusion. Rats in the enriched
environment performed significantly better than the
other groups and the social group was better than
runners [23]. The data are in agreement with earlier

Figure 5.1 Dendritic morphology of pyramidal neurons in layer 2/3
in rats housed in standard (A), or in an enriched environment (B) as
viewed in confocal laser scanning microscopy after microinjection of
Lucifer yellow into the neurons. Based on data presented in [15].
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data on intact rats demonstrating that social housing
cannot explain the full effect of enriched environment
and that running, although voluntary, might be stress-
ful in rats with brain lesions [7]. A further study
included the similar groups of enriched, social, and
runners with the addition of a group of individually
housed rats with no access to a running wheel. One
month after the cortical infarct the mRNA expression
of NGFI-A (nerve growth factor-induced gene A), and
NGFI-B (nerve growth factor-induced gene B) was
significantly higher in the enriched and social groups
compared with rats in the running and individually
housed groups. These higher expression levels were
found in cortical regions in both hemispheres and in
the hippocampus area CA1 [24], and correlated with

functional outcome. Rats that were housed in social or
enriched environments did not differ from sham-
operated control rats. The marked difference in
mRNA protein and immune reactivity for NGFI-A
in enriched rats and in runners is illustrated in
Figure 5.3.

Data on the effect of enriched environment on
brain-derived neurotrophic factor (BDNF), which is
known to play an important role in brain plasticity,
have been conflicting. Contrary to the hypothesis that
enriched housing would enhance BDNF gene expres-
sion after cortical ischemia, a secondary increase in
BDNF gene activation that was observed in rats in
standard housing 2–12 days after the vascular occlu-
sion in the peri-infarct cortex, hippocampus, and con-
tralateral hemisphere was prevented in rats exposed to
environmental enrichment. The BDNF protein level
was reduced in the ipsilateral but not in the contrala-
teral hemisphere 12 days after occlusion. An early
downregulation of NGFI-A that has been shown to
increase during environmental stimulation in intact
rats was also noted. For reference and discussion of
these studies see [7]. Focal ischemic lesions in
BDNF +/– mice that have a decreased expression of
BDNF was associated with enhanced recovery of motor
performance and increased number of neuroblasts in
the striatum with no difference between rats housed
in enriched or standard environment following MCA
occlusion [25]. Data on BDNF Val66Met polymor-
phism in human populations and its relation to brain

Figure 5.3 Sections showing NGFI-A mRNA (A and B) and
immunoreactivity (C and D) in the same part of the contralateral
parietal cortex one month after MCA occlusion from a rat housed
with access to a running wheel (A and C) and a rat in an enriched
environment (B and D). Note the higher mRNA and immunoreactivity
levels of NGFI-A in the enriched rat compared with the running rat.
Scale bar 20 μm. From [24], with permission.

Figure 5.2 In the enriched environment rats can climb, swing,
investigate, and handle a number of tools that are changed two or
three times a week. The different levels were rearranged making it
increasingly difficult to go from one place to another. Rats are
particularly active climbing, swinging, and manipulating the tools
and objects available in rather skilled ways. The highest activity is
during the first hours of the night as shown with infrared video-
registration during day and night. Illustration by Bengt Mattsson.
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plasticity in healthy individuals [26] raise the ques-
tion of whether genetic differences in BDNF may
occur also in rodents, an area that remains to be
explored.

DNA microarray data have shown that environ-
mental enrichment induces more changes in the
hippocampus than in the sensorimotor cortex in intact
rats. In contrast, 2 weeks after a cortical infarct, most
changes in the injured brain occurred in the contrala-
teral homotopic cortex reflecting increased suscepti-
bility for injury-induced plastic changes in enriched
rats [27]. Some of the genes detected corresponded to
molecular pathways supposed to be involved in neuro-
nal plasticity, but others provided new and hitherto
unrecognized genes in relation to plasticity. In rats
placed in an enriched environment for 1 month after
MCA occlusion that had significantly improved spatial
memory, microarray analysis suggested several differ-
ences in neuronal plasticity-related genes, but these
changes could not be confirmed by quantitative real-
time polymerase chain reaction (PCR) [28]. Molecular
changes are often more evident during the dark
phase when the rats have higher motor and explora-
tory activity. Diurnal variation may be absent in
single-housed rats as shown for NGFI-A and some
other genes in which an increase in mRNA expression
was seen exclusively during the dark period [29].
This should be taken into account in studies of
molecular mediators of experience-dependent neuro-
nal plasticity.

Environment and neurogenesis
In the mammalian brain, neurogenesis persists in a
subset of astrocytes in two distinct regions, the sub-
granular zone of the dentate gyrus (DG) in the hippo-
campus, and in the subventricular zone (SVZ).
Cerebral ischemia enhances neurogenesis in the DG
and newborn cells in the SVZ that, under normal
conditions, migrate selectively to the olfactory bulb,
or migrate to the site of the lesion. Environmental
enrichment increases the survival of new neurons
both in young and old rats. Neural, vascular, and
stroma-derived growth factors participate in the
process and in the striatum some new cells may
develop into striatal neurons [30]. Whether cortical
neurogenesis can be induced in the cortex remains a
controversial question (see also Chapter 24).

Five weeks after occlusion of the MCA, a fivefold
increase in surviving new cells was seen in the DG in
6-month-old rats housed either in standard cages or in

an enriched environment. This was demonstrated by
daily administration of BrdU, a marker for dividing
cells, beginning 24 h post-occlusion and ending one
week later [31]. Whereas there was no difference in
newly formed neurons, very few astrocytes were noted
in the standard group, resulting in a many-fold
increase in the neuron to glia ratio compared to
sham-operated rats. In contrast, delayed enrichment
induced a fivefold and early enrichment a threefold
increase in astrocytes compared to rats in standard
housing. The neuron to glia ratio did not differ from
sham-operated rats. The difference between the two
enriched groups was not significant. The results sug-
gest that post-ischemic environmental enrichment
influenced the differentiation of the BrdU-labeled pro-
genitor cells, steering them toward the astrocytic line-
age. Astrocytes play an important role in neuronal
plasticity including synaptogenesis, and the very low
number of astrocytes in the standard group might not
be an optimal environment for the long-term survival
of new neurons.

Rats housed in an enriched environment either
from the beginning or with a one-week delay had
significantly more proliferating cells in the SVZ com-
pared with animals in standard housing 5 weeks after
the lesion (Figure 5.4), suggesting that environmental
enrichment not only increased the number of progen-
itors in the SVZ, but also lengthened the survival of
those cells [32].

Only a few neuroblasts were observed in the neo-
cortex, and no newly formed mature neurons were
identified. However, the number of newly generated

Figure 5.4 Mitotic cells in the subventricular zone 5 weeks after a
cortical infarct in rats housed in standard (A and B) or enriched (C and
D) environment. Themarker for mitosis is phosphorylated histone H3.
Photo: Mila Komitova.
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reactive astrocytes was increased in the peri-infarct
region in rats housed in the enriched environment,
and post-ischemic environmental stimulation had
widespread effects on another glial cell population
[33]. The majority of BrdU-positive cells in intact
ipsi- and contralateral cortex were BDNF immuno-
reactive NG2-positive polydendrocytes that were
located in close connection with neurons. NG2-
positive polydendrocytes constitute the major cell
type that proliferates constitutively in gray and white
matter in intact brain. The origin and function of these
cells is debated. They have earlier been presumed to be
predominantly oligodendrocyte progenitors, but are
now accepted to constitute a fourth class of neuroglia
distinct frommature astrocytes, oligodendrocytes, and
microglia that have been shown to have several roles in
development and repair of the CNS [34]. It was pro-
posed that theymight act by providing trophic support
to neurons and modulate extracellular matrix in the
peri-infarct area.

In a photochemically induced focal ischemic
infarct, enriched environment and reaching training
both significantly improved functional recovery of the
impaired forelimb and reduced the proliferation of
microglia/macrophages in the perilesional zone [35].
NG2-positive cells were increased early in the enriched
group. Daily training of the impaired forelimb signifi-
cantly increased the survival of newly generated
astrocytes.

During the first postoperative week, both standard
and enriched housing increase cell proliferation in the
SVZ, but running prevented the lesion-induced cell
proliferation in [36]. Similarly, the survival of new-
born cells in DG decreases in response to running after
transient forebrain ischemia [37].

Interaction between environmental
enrichment and other interventions
Baseline levels of neurotransmitters and growth fac-
tors are subject to environmental influences, and the
difference in post-ischemic gene expression makes it
reasonable to assume that the effect of therapeutic
interventions could differ as a function of post-
ischemic housing conditions. Thus, environmental
influences can either enhance or cancel out the effect
of drugs in rodents [7]. Forepaw training in combina-
tion with enriched housing increases the dendritic
branching in layer 5 of the homotopic contralesional
motor cortex when compared with standard housing

[38]. In this study, no controls with enriched environ-
ment without specific training were included, and
dendritic spines were not quantified. Such a study
remains to be performed. Considering the many stud-
ies on the effects of enriched environment on spine
density, such a control group would most likely have
differed from the standard groups. Possible differences
between enriched environment and skill training
could be associated with more spines, different turn-
over rate of spines and synapses, or could be related to
a larger area of motor representation for the trained
muscles. Furthermore, there might be differences
between somatosensory and motor cortex.

Fetal neocortical cell homogenate or tissue trans-
planted after the ischemic event survives and receives
afferent connections from the ipsilateral and contrala-
teral cortex, the thalamus, and other subcortical nuclei
in the host brain. Although sensory stimulation of the
rat vibrissae enhances the metabolic activity in grafts
in standard environment, indicating that such connec-
tions can be functionally relevant, no effect on motor
function was observed unless the rats were housed in
an enriched environment. One week after a cortical
infarct, 6-month-old rats received fetal rat cortical
transplants (embryonic day 17) and were housed in
a standard or enriched environment after the trans-
plantation and followed for 20 weeks. One non-
transplanted group was housed in an enriched
environment. Repeated tests demonstratedmore func-
tional improvement in both groups of enriched rats
than in transplanted rats in standard housing. The best
outcome was seen after the combination of grafting,
and enrichment also significantly reduced the thalamic
atrophy that is normally seen after cortical infarct,
presumably due to production of trophic factors in
the transplant [39]. Afferent connections from the host
brain developed more extensive connections within
the graft in rats housed in enriched than in standard
environments after grafting to infarct cavities, but not
when the graft was placed in cavities induced by aspi-
ration lesions [40], confirming earlier data on a favor-
able post-lesion environment after ischemic brain
infarcts [40]. A beneficial effect of environmental
enrichment on the effect of fetal transplantation is
also documented in animal models of degenerative
disorders [41].

The combination of spatial learning and enriched
environment increased hippocampal neurogenesis in
young rats, and the dentate gyrus neuronal progenitor
cell pool increased after 4 and 8 but not after 2 weeks of
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enriched environment housing [42]. However,
enriched environment and spatial learning were only
studied together and their separate contributions were
not evaluated.

Can we learn something from
environmental enrichment in other
brain disorders?
Studies on plasticity in a degenerative disease model
and in the adult visual cortex have suggested a possible
common mechanism for the effect of environmental
enrichment on brain plasticity. In an Alzheimer
mouse model that allows temporally and spatially
restricted induction of neuronal loss, environmental
enrichment reinstated learning behavior and re-
established access to long-term memories after signifi-
cant brain atrophy and neuronal loss had already
occurred [43]. Chromatin is a DNA–protein complex
in the nucleus. The effect of environmental enrich-
ment was associated with modification of chromatin
by histone acetylation, a process that is thought to
underlie synaptic plasticity, memory formation, and
learning. Increasing histone acetylation by inhibitors
of histone deacetylase had the same effect as environ-
mental enrichment on dendrites, synapses, learning
behavior, and access to long-term memories. The
levels of synaptic marker proteins and the Map-2
immunoreactivity were significantly higher in mice
in a stimulating environment. Enriched environment
restored both new learning and access to remote mem-
ories, suggesting that the effects were widespread
within hippocampal and cortical areas. An important
observation was that promoting histone acetylation
restored function and learning and the access to
long-term memories in a degenerated brain in the
absence of neuronal regeneration.

Visual experience activates histone acetylation in
the visual cortex during development, an effect that is
downregulated in adult animals. Treatment that pro-
motes histone acetylation enhances plasticity in the
adult visual cortex. In rats made amblyopic by long-
term monocular deprivation by suture of the eyelids,
full visual acuity was restored after removing the
suture only under enriched conditions, and it was
associated with a marked local reduction of GABA
[44,45]. The reduction of inhibition was paralleled
by a lower density of the extracellular matrix mole-
cules in perineuronal nets in the corresponding
visual cortex and an increased expression of BDNF.

Restoration of plasticity was prevented by
benzodiazepine.

That histone acetylation of chromatin enhances
plasticity both in the visual cortex and in different
learning and memory systems and that it can be
induced by environmental enrichment has led to the
proposal that chromatin remodeling may be the final
gate environmental enrichment opens to enhance
brain plasticity.

There are important differences between these
two models and stroke. Ischemic lesions result in a
permanent tissue loss with interruption of many net-
works, and the dynamic time-related molecular pro-
cesses following acute stroke have presumably no
correspondence in the other models. However, there
may still be common components. Stroke rehabilita-
tion is a relearning process that needs memory forma-
tion. The reduction of inhibition in the recovering
visual cortex seems relevant at least for chronic stroke
when the hand is usually more paretic than the upper
arm. Significantly enhanced hand motor function can
be obtained by reducing the intrahemispheric inhib-
ition from less damaged regions by training the hand
while the upper brachial plexus is anesthetized [46].
Furthermore, stroke is a risk factor for vascular
dementia, and there is comorbidity between vascular
dementia and Alzheimer disease [47]. However, to
what extent epigenetic chromatin modification is asso-
ciated with enriched environmental housing in stroke
models remains to be shown.

Clinical comments and conclusions
There is substantial evidence that the aging processes
are modulated by lifestyle and environmental factors.
The two main components discussed are environmen-
tal stimulation and physical activity. Pre-stroke phys-
ical function predicts stroke outcome and pre-stroke
social isolation is a predictor of poor outcome [48].
Similarly, early exposure to environmental enrich-
ment prevents memory decline, increases synaptic
plasticity markers, and increases the number of
newly generated neurons during aging in the rat [49].
The studies on long-term molecular events after ische-
mic lesions have essentially been performed in rats
housed in standard or deprived environments. To
what extent and in what ways the post-ischemic
molecular events excellently reviewed by Carmichael
[50] (and see Chapter 2) would be modified in rats
housed in enriched environment from weaning or
young age remains to be shown. The evidence that

5: Environmental effects on functional outcome after stroke

52



environmental enrichment induces epigenetic changes
that facilitate synaptogenesis and memory in other
models of brain plasticity should stimulate more
research on basic mechanisms underlying environ-
mental influence on the recovery after stroke.

Stroke units may be the closest correspondence to
an enriched environment for stroke patients. A stroke
is a dramatic change for the patients and anything that
can be done to optimize the hospital and rehabilitation
environment should be beneficial. No study has shown
to what extent the beneficial effect is due to specific
rehabilitation strategies, to the time spent in physio-
therapy and occupational therapy, and a non-specific
effect of a more stimulating environment with com-
petent staff that can encourage and support the
patients and family members, but all these factors are
likely to be important. The benefit of stroke units
compared to general wards is most likely a combina-
tion of optimal medical and nursing care, task-
oriented activities, and for the individual, meaningful
training in an environment that gives them confi-
dence, stimulation, and motivation. Mere admittance
to a stroke unit with specially trained staff encouraging
active participation in the rehabilitation process cre-
ates a positive and stimulating atmosphere. Also, cog-
nitively impaired stroke patients do benefit from
admission to an acute rehabilitation unit [51].

Patients with partial cortical infarcts and with cap-
sular infarcts together constitute the major partici-
pants in chronic stroke trials, but have so far not
been studied extensively in rodents, mainly due to
the lack of good rodent models. The human brain
has proportionally more white matter than all other
species and the difference compared with rodents is
enormous. The white matter tracts facilitate the spread
of brain edema and make the consequences of com-
plete occlusion of the MCA much more severe in
human patients than in mice and rats. The models of
striatal infarction after short-term MCA occlusion in
mice and rats have told us much about post-ischemic
neurogenesis. However, it has little correspondence to
subcortical stroke in humans where the main func-
tional deficits are related to the damage of the cortico-
spinal tracts, and myelin inhibitor factors and
modification of the extracellular matrix are likely to
be more important.

Quality of life is not exclusively determined by the
disability, but also by the patient’s attitude and how the
resulting handicap can be compensated for to enable
the patient to take part in social and cultural activities.

Complex cognitive–emotional behavior emerges from
dynamic interactions between brain networks.
Memory problems, anxiety, mood disturbances, and
persistent fatigue can remain despite minimal motor
impairment. Patients with mild stroke may have subtle
disabilities and difficulty with complex tasks that affect
meaningful activity and life satisfaction [52]. Post-
stroke physical and cognitive activities are essential
to improve the quality of life and reduce the incidence
of new vascular events, depression and dementia.
Patient associations that arrange various physical and
cultural activities for both patients and family care-
givers can play a large role and should be actively
supported bymedical staff andmembers of the society.
A stimulating environment is likely to be the optimal
base from which to start specific training and other
interventions as well as for continuous social and
cognitive rehabilitation.
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6 Functional and structural MR imaging
of brain reorganization after stroke
Maurits P. A. van Meer & Rick M. Dijkhuizen

Introduction
Over the years, imaging methodologies have been
applied increasingly to assess stroke pathophysiology
for clinical diagnosis as well as for scientific research.
The major neuroimaging modalities are computed
tomography (CT), positron emission tomography
(PET), and magnetic resonance imaging (MRI). In
the clinic CT is the most commonly used technique
and remains the standard for initial assessment on
suspicion of stroke in most hospitals. It may rule out
hemorrhage, visualize occluding thrombi, and identify
early tissue changes and swelling. PET is less widely
available than CT, but this modality enables unique
measurements of the metabolic status of ischemic
tissue. For example, PET-based calculation of the cer-
ebral metabolic rate of oxygen (CMRO2) after stroke
may allow differentiation between partially viable and
irreversibly damaged tissue [1]. In addition, PET has
been applied in pioneering functional imaging studies
to measure changes in brain activation patterns in
stroke subjects [2]. However, themost versatile modal-
ity for stroke imaging isMRI, which relies on detection
of MR signals from the highly abundant water protons
in tissues. Its versatility stems from the ability to sen-
sitize MRI acquisitions to distinct parameters, such as
proton density, MR relaxation times (T1, T2), suscept-
ibility contrast, diffusion, perfusion and flow. This
enables multiparametric imaging studies on different
pathological events as well as remodeling processes
that are involved in the evolution of stroke-affected
tissue. In particular, T2-, diffusion-, and perfusion-
weighted MRI are effective methods to detect early
changes in brain tissue and perfusion status after
stroke [3,4], and prospective MRI trials have shown
that identification of a mismatch between the areas of
diminished perfusion and reduced tissue water diffu-
sion might provide a criterion for selection of patients

who will benefit from recanalization therapies [5]. In
recent years, MRI has also been applied to assess func-
tional and structural reorganization in the brain in
relation to recovery after stroke at later stages. A better
understanding of long-term repair mechanisms can
offer potential leads for therapeutic interventions.
Earlier histological and electrophysiological experi-
ments in animal stroke models have already provided
considerable insights into post-stroke plasticity of
neuronal circuitry in the brain [6]. MRI can add val-
uable information to this important research area as it
allows repetitive in-vivo whole-brain measurements of
both functional and anatomical changes in post-stroke
brain. This chapter discusses different functional and
structural MRI methods that may be used for studies
on brain plasticity, with a focus on application in
experimental stroke models.

Functional MRI
Functional MRI (fMRI) is based on detection of MR
signals that are associated with neuronal activation.
Typically, fMRI measures hemodynamic changes in
response to increases in neuronal activity upon cogni-
tive, visual, sensory, or motor stimulation. MRI meth-
ods that have been employed are blood oxygenation
level-dependent (BOLD) MRI, which is susceptible to
the magnetic properties of blood; arterial spin labeling
(ASL) techniques, which are based on detection of the
signal from magnetically labeled endogenous arterial
water; and dynamic susceptibility contrast-enhanced
and steady-state susceptibility contrast-enhanced
MRI, which measure signal changes after intravascular
injection of an exogenous paramagnetic contrast
agent. These different MRI approaches can be utilized
for detection of neuronal activation-induced changes
in blood oxygenation (BOLD fMRI), cerebral blood
flow (CBF) (ASL-based fMRI), or cerebral blood
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volume (CBV) (contrast-enhanced fMRI) [7,8]. A
detailed review of the principles of these distinct
fMRI techniques can be found in a book chapter by
Mandeville and Rosen [7].

The first reports on the use of fMRI to non-
invasively investigate changes in activation patterns
in stroke patients appeared in the mid to late 1990s
(see Cramer and Bastings for a review [9]). Cramer
et al. [10] and Cao et al. [11] conducted pioneering
fMRI studies on stroke subjects who had recovered
from hemiparesis. BOLD MRI acquisition during
finger tapping revealed activation-induced signal
increases in peri-infarct regions, secondary sensori-
motor areas and the contralesional hemisphere,
which were more extensive than in controls. From
then on, numerous BOLD fMRI studies have
demonstrated post-stroke rearrangement of ipsi- and
contralesional functional brain fields in patients recov-
ering from hemiparesis, aphasia, or hemianopia
[9,12,13]. These patient fMRI studies have provided
important details on changes in functional activation
patterns. Yet variations in lesion size and location,
comorbidities, differences in the post-stroke time of
fMRI acquisition, head motion, and incomplete data
sets complicate systematic examination of functional
brain reorganization after stroke.

Contrary to most patient fMRI studies, fMRI
experiments in animal stroke models can be per-
formed under highly controllable and reproducible
conditions. Furthermore, results from animal fMRI
studies may be directly correlated with more invasive
measurements, such as electrophysiological record-
ings and (immuno)histochemistry, which may aid in
elucidation of the basis of normal and altered fMRI
responses. A detailed overview of advantages and
issues of fMRI in laboratory animals can be read in a
review by Van der Linden et al. [14]. A number of
studies have applied fMRI to analyze changes in
functional brain activation in animal stroke models
[15–22]. In general, the experimental protocol con-
sisted of an electrical forelimb stimulation paradigm
in rats, which under normal conditions gives rise to
a robust response in the sensorimotor cortex (see
Figure 6.1). Animal fMRI studies are often conducted
at high magnetic field strengths (≥ 7 T) [20–22], and/
or with contrast-enhanced CBV-weighted fMRI
[15–21], which significantly improve sensitivity
and specificity to detect activation responses [7,8].
Despite the common use of BOLD fMRI in human
studies, BOLD signal intensity changes are typically on

the order of only a few percent. Increased fMRI sensi-
tivity can be achieved by acquisition at higher mag-
netic field strengths (horizontal bore MR systems for
animal imaging up to field strengths of 14.1 T are
available), or by enhancement with an exogenous con-
trast agent, as reviewed by Mandeville and Rosen [7]
and Harel et al. [8]. Steady-state contrast-enhanced
MRI requires the injection of a (super)paramagnetic
blood pool contrast agent. Although this decreases the
signal-to-noise ratio in brain MR images, the contrast-
to-noise ratio for fMRI can be significantly increased
as compared to BOLD techniques. The technique is
largely CBV-dependent, since the relatively high con-
centration of the paramagnetic blood pool agent min-
imizes contribution of a BOLD effect to the CBV
measurement, which also eliminates unwanted signal
from large, remote vessels.

Consistent with patient fMRI papers, fMRI studies
in experimental stroke models have reported dimin-
ished activation in the ipsilesional sensorimotor cortex
[15–17,19,22], enhanced contralesional activation
[16,17,19], and reinstatement of perilesional activity
at later stages [17,19,22]. Figure 6.1 shows examples of
shifts in cerebral responses to somatosensory stimula-
tion in a rat stroke model detected with contrast-
enhanced CBV-weighted fMRI.

Functional MRI studies in rats after permanent or
transient unilateral middle cerebral artery (MCA)
occlusion have shown that the fMRI-detected activa-
tion response to forelimb stimulation could be absent
in the somatosensory cortex forelimb representation
zone despite normal appearance on diffusion- and
T2-weighted MR images [15,17,19]. This indicates
that intact structural integrity around a stroke lesion
does not necessarily imply preservation of neuronal
function, and demonstrates the significance of fMRI
to detect tissue dysfunction in lesion border zones.
Notably, it is possible that activation responses in
perilesional cortical tissue recur. Dijkhuizen et al.
[19] and Weber et al. [22] have shown that preserva-
tion or reinstatement of activation within the
ipsilesional sensorimotor cortex is associated with
functional recovery after transient MCA occlusion in
rats, which agrees with results from fMRI studies in
recovering hemiparetic stroke patients [13].

A rise in contralesional fMRI activity after unilat-
eral cerebral ischemia has been demonstrated in
some rat studies [16,17,19], and the relative degree of
activation in the contralesional hemispheres corre-
sponded with the extent of tissue injury in the
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ipsilesional sensorimotor cortex [19]. Recruitment of
contralateral counterparts of damaged functional
fields may hypothetically contribute to functional
recovery. On the other hand, contralesional activity
may be a direct pathophysiological consequence
(e.g. due to broad disinhibition). Thus the actual
functional significance of enhanced activation in the
unaffected hemisphere, which may be functionally
nonspecific [17,19], remains unclear and requires fur-
ther research (see also Chapter 3).

Although fMRI has become a well-established
tool in neuroscience research, it is important to real-
ize that the fMRI-based measurement of hemody-
namic responses to neuronal activation relies on
intact neurovascular coupling and cerebrovascular
reactivity, which may be affected after cerebral ische-
mic injury. Moreover, fMRI studies in animals
require the use of anesthetics that may influence
neurovascular coupling. Nevertheless, fMRI is

certainly feasible with anesthesia protocols that pre-
serve functional–metabolic coupling [14], and with
the addition of tests to evaluate electrical activity and
vascular responsiveness, the interpretation of fMRI
data can be significantly improved. For example,
Dijkhuizen et al. measured the hemodynamic
response to a CO2 inhalation challenge with CBV-
weighted MRI and detected a significant vasodilatory
effect in perilesional sensorimotor cortex where
stimulus-induced fMRI responses were absent. This
implies that the loss of fMRI-detected activation was
not simply the result of local deficient vasoreactivity
[17,19]. A tight coupling between the degree of fMRI
responses and evoked potentials was observed by
Weber et al. in a longitudinal fMRI study on rats
recovering from stroke [22]. These authors demon-
strated that re-emergence of fMRI activation in the
intact ipsilesional somatosensory cortex was accom-
panied by restoration of electrical activity.
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Figure 6.1 For the color version of this
figure, see the Plate section. Left: T2-weighted
MR images of a rat brain slice overlaid by
statistical activation maps calculated from
contrast-enhanced CBV-weighted fMRI in
combination with an electrical forelimb
stimulation paradigm as described by
Dijkhuizen et al. [17]. Right: Time-course of
CBV changes in the right sensorimotor cortex
in response to left forelimb stimulation (the
stimulation period is indicated by the black
bar) (mean ± SD, n = 6). Left forelimb
stimulation induced significant activation
responses in the right sensorimotor cortex in
control rats. At 3 days after right-sided stroke,
activation responses in the right, ipsilesional
sensorimotor cortex were largely absent;
however, responses were found in the left,
contralesional hemisphere. After 14 days,
partial restoration of activation was detected
in the right, ipsilesional sensorimotor cortex.
The unilateral stroke lesion is characterized by
increased T2-weighted signal intensity in the
right somatosensory cortex and lateral
striatum.
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Besides elucidation of neural correlates of sponta-
neous functional recovery, fMRI may also provide a
means to evaluate effects of treatment strategies on
restoration of brain tissue function after stroke.
Sauter et al. have demonstrated that prevention of
ischemic damage to the primary somatosensory cortex
by administration of a Ca2+ antagonist after perma-
nent MCA occlusion in rats was accompanied by
recovery of neuronal responses to electrical forelimb
stimulation [18]. In studies on the therapeutic efficacy
of late treatment with neuroprotective agents in a rat
stroke model, Kim and colleagues reported enhanced
fMRI activity in the perilesional somatosensory cortex
in albumin- and lithium-treated animals, even though
lesion size was not different from control animals
[20,21]. Correspondingly, hyperactivity in the ipsi-
lesional hemisphere, coinciding with improved
motor performance, has been observed in a patient
fMRI study after administration of fluoxetine [23].

Alternative functional MRI approaches
Traditional fMRI studies, as described above, focus
on the brain’s activation response to somatosensory
stimuli or execution of a task. However, there are
alternative fMRI approaches to study neuronal activity
and excitability in the post-stroke brain.

Pharmacological MRI (phMRI), which measures
hemodynamic changes associated with cerebral activ-
ity in response to centrally acting pharmacological
agents [24], has been applied to detect functionally
compromised brain tissue after stroke [25]. It was
shown that the cerebral activation response to systemic
administration of bicuculline, a GABAA antagonist, was
strongly diminished after unilateral MCA occlusion in
rats, as compared to controls. In theory, phMRI may
allow evaluation of upregulation of specific neurotrans-
mitter receptor systems associated with brain plasticity
after stroke. However, to our knowledge this has not
yet been demonstrated experimentally.

A method that computes changes in spatial func-
tional correlations within various neural networks,
without the need of stimulating a specific functional
system, has been introduced as resting-state fMRI [26].
This technique aims to detect baseline brain activity
related to ongoing neuronal signaling at ‘rest’ and
is carried out by low-pass filtering of spontaneous
BOLD MRI signals. Resting-state fMRI can identify
temporal correlations of low-frequency BOLD signal
fluctuations (< 0.1Hz) between different brain areas,
indicative of functional connectivity. In a pioneering

resting-state fMRI study in neglect patients, He et al.
illustrated dynamic changes in connectivity between
attentional networks from acute to chronic stages after
stroke [27]. We have recently conducted a pilot
resting-state fMRI study in rats recovering from tran-
sient unilateral stroke. Functional connectivity maps
were computed by voxel-wise calculation of correla-
tions of spontaneous low-frequency BOLD signals
between sensorimotor network regions. Figure 6.2
shows maps of mean functional connectivity between
the contralesional forelimb region of the primary
somatosensory cortex and the rest of the brain.
Before stroke, there was a strong BOLD signal corre-
lation particularly with the ipsi- and contralateral pri-
mary and secondary sensorimotor cortices. At 3 days
after unilateral subcortical stroke, functional connec-
tivity with the ipsilesional sensorimotor cortex was
significantly reduced. After 10 weeks, however, inter-
hemispheric functional connectivity was largely
restored, which coincided with significant behavioral
recovery.

The above-described phMRI and resting-state fMRI
as well as other unconventional fMRI techniques,
such as magnetic-source MRI [28] and activity-induced
manganese-dependent MRI [29], are emergent func-
tional imaging methods that, alongside traditional
fMRI, might provide additional insights into reorgan-
ization of functional fields after cerebrovascular injury.

Structural MRI
The previous section describes MRI methods for
measurement of brain activity, which can be applied
to identify altered patterns of brain activation after
stroke. Changes in functional brain responses are
often closely linked to modification of neuronal,
glial and endothelial structures. As a multiparametric
imaging tool, MRI allows complementary assessment
of structural changes that are associated with brain
injury and repair after stroke, as will be discussed
below.

Ischemic damage to brain tissue can be identified
with T2- and diffusion-weighted MRI, which are estab-
lished imaging methods for detection of stroke lesions
in the clinic and laboratory. Acute ischemia-induced
cellular swelling, or cytotoxic edema, leads to signifi-
cant reduction of the apparent diffusion coefficient
(ADC) of tissue water, while vasogenic edema and
chronic tissue degeneration combined with fluid accu-
mulation result in T2 prolongation and ADC increase
[3,4]. The potential of MRI to assess structural
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restorative changes related to post-stroke plasticity has
been considerably less widely explored. In recent years,
however, MRI methods such as diffusion tensor imag-
ing (DTI) and manganese-enhanced MRI (MEMRI)
have been successfully employed to investigate neuro-
anatomical reorganization after stroke.

Diffusion tensor imaging
DTI enables the assessment of the three-dimensional
displacement of tissue water, mathematically charac-
terized by an effective diffusion tensor consisting of
nine matrix elements [30]. The principles of DTI have
been described in many review papers; see, for exam-
ple, Basser and Jones [31] andMori and Zhang [32]. In
brief, the diffusion tensor can be estimated by MRI
with diffusion-weighting gradients in multiple direc-
tions. Computational diagonalization of the diffusion
tensor yields three orthogonal principal diffusivities
(eigenvalues) and its three principal coordinate direc-
tions (eigenvectors), which can be used to calculate
scalar indices such as the direction-independent mean
diffusivity and the fractional anisotropy (FA).
The spatial characteristics of water diffusion in brain
tissue are affected by anatomical barriers such as cell
membranes and myelinated fibers. Consequently,
the diffusion of water molecules will not be equal

in all directions or, in other words, anisotropic.
Calculations of diffusion anisotropy and the principal
diffusion direction can be used to model fiber archi-
tecture in the human or animal brain, visualized by
orientation-based color-coded FA maps or three-
dimensional fiber tractography images (see Figure
6.3) [32].

So far, specific issues in terms of data acquisition
(long scan times; motion sensitivity; noise susceptibil-
ity) and analysis (non-Gaussian diffusion; tract recon-
struction difficulties due to complex topography of
fiber bundles) have limited the widespread exploita-
tion of DTI in stroke studies. Nevertheless, DTI has the
potential to assess particular pathological processes in
gray and white matter areas, such as axonal degener-
ation and demyelination, that are not straightfor-
wardly measured with more conventional (MR)
imaging methods. Studies that have longitudinally
conducted DTI in patients and animal models have
reported elevated FA and reduced mean diffusivity
acutely after stroke onset, pointing toward cytotoxic
edema along with increased tortuosity of the swollen
tissue, chronically followed by an increase in mean
diffusivity and a decrease of FA, which was particularly
prominent in affected white matter [33,34]. In a non-
human primate stroke model, reduced FA was shown

pre-
stroke

3 days
post-
stroke

70 days
post-
stroke

S1fl

z’0.375 2

Resting-state fMRI of functional connectivity in rat brain

Figure 6.2 For the color version of this figure, see the Plate section. Maps of mean functional brain connectivity of left (contralesional
after stroke) forelimb region of the primary somatosensory cortex (S1fl) in rats before, 3, and 70 days after a 90-min right MCA occlusion-induced
subcortical lesion (n = 5). Functional connectivity maps are thresholded at a Fisher-transformed correlation coefficient (z’) of 0.375,
and overlaid on a T2-weighted multislice anatomical rat brain template. Loss of functional connectivity with the ipsilesional sensorimotor cortex
was evident at 3 days, while functional connectivity was restored at 10 weeks after stroke. Courtesy of Kajo van der Marel, Image Sciences
Institute, University Medical Center Utrecht.

6: Functional and structural MR imaging of brain reorganization after stroke

61



to be correlated with the amount of myelin damage at
chronic stages after transient or permanent MCA
occlusion in non-human primates [34].

A growing amount of data suggest that DTI may
also inform on alterations in brain connections asso-
ciated with neuroplasticity. For instance, structural
repair or remodeling of neuronal projections result-
ing in increased density of (myelinated) fibers would
theoretically give rise to higher FA. In fact a progres-
sive increase of FA in non-lesioned white matter has
been found in patients during the first two years after
stroke [35]. This was hypothesized to represent
ongoing improvement of the integrity of normal-
appearing white matter as a result of remyelination
processes. Recent studies on neuronal repair after
experimental cerebral ischemia have also shown an
increase in FA in perilesional white matter at chronic
time-points [36–38]. Jiang et al. [36] and Ding et al.
[38] observed that FA rises progressively along the
ischemic lesion boundary, which was significantly
enhanced in rats treated with neural progenitor cells
[36] (Figure 6.3) or sildenafil [38]. Histological
examination in these studies revealed a high density
of axons and myelin in areas with elevated FA. Van
der Zijden et al. described a temporal profile of FA
increase over a period of 9 weeks that followed an
initial decline at 3 days after transient MCA occlu-
sion in rats [37]. This particular pattern was specifi-
cally observed in areas consisting of white matter,

i.e. the internal capsule and corpus callosum. These
data suggest that white matter integrity may improve
after initial loss. However, other processes such as
gliosis, i.e. proliferation of glial cells, may also occur
in ischemic lesion border zones and could affect
diffusion anisotropy. In the near future, additional
experimental studies are required to establish to what
extent diverse structural modifications in post-stroke
brain, which include neuronal restructuring and
glial scar formation, contribute to changes in DTI
parameters.

Manganese-enhanced MRI
Besides DTI, MRI provides another interesting tool
termed manganese-enhanced MRI (MEMRI) for
assessment of neuronal networks. This method
makes use of paramagnetic Mn2+ as a Ca2+ analog
that can enter neurons through Ca2+ channels. In
tissue, manganese shortens the local T1, giving rise to
an increase in signal intensity on T1-weighted MR
images. Under normal conditions endogenous man-
ganese is present in only trace amounts, henceMEMRI
typically involves application of exogenous manga-
nese. The manganese-induced increase in longitudinal
relaxation rate, R1 (1/T1), is proportional to the local
manganese concentration [39], hence the amount of
manganese accumulation after injection can be esti-
mated from the difference between pre- and post-
contrast R1 (ΔR1).

DTI of white matter architecture
in post-stroke rat and human brain

Figure 6.3 For the color version of this figure,
see the Plate section. Top row: T2-weighted MR
image and fiber-tracking image of a rat brain
treated with neuroprogenitor cells after unilateral
stroke, showing tracking of axonal projections in
the lesion border zone. The marker c represents
the ischemic core. Bottom row: FA, fiber direction,
and fiber-tracking image of a horizontal brain slice
from a stroke patient, illustrating orientation
changes in the lesion boundary. Both fiber
direction and fiber-tracking images show that
tracking of axonal projections circumscribes the
lesion boundary (white arrows). Red, green, and
blue colors represent x, y, and z directions,
respectively, on the fiber direction image. Details
of the experimental protocols can be found in
Jiang et al. [36]. Courtesy of Dr. Quan Jiang, Henry
Ford Health Sciences Center.
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Several variations ofMEMRI have been introduced
for experimental studies on the brain. First, enhanced
cytoarchitectural information may be attained after
systemic administration of manganese, which is selec-
tively taken up in specific brain regions [39]. This
approach may, for instance, enable identification of
different cortical layers with MRI. Second, as briefly
mentioned in the above section on fMRI, Mn2+ can
be used to demonstrate Ca2+ influx upon neuronal
activation, thereby providing an alternative tool for
functional imaging [29]. This method, however, is
hampered by the prerequisite to open the blood–
brain barrier for sufficient manganese distribution to
the brain. Third, MEMRI can be used to trace neuro-
nal tracts, which has been the most commonly
employed MEMRI technique [40], as will be discussed
below.

In the late 1990s Pautler et al. were the first to
demonstrate that injection ofmanganese into a specific
neuroanatomical system is followed by neuronal
uptake, axonal transport, andsometimes trans-synaptic
transfer along connective pathways [41]. Since then,
MEMRI has evolved into a unique in-vivo tract-tracing
method to map neuronal network connections in
laboratory animals [40]. Its success has also led to
MEMRI-based tract-tracing studies for measurement
of changes in neuronal connectivity in experimental
stroke models [42–44]. Experiments by Van der
Zijden et al. focused on characterization of the spatio-
temporal pattern of manganese enhancement after

stereotaxic injection of MnCl2 solution in perilesional
tissue after transient unilateral MCA occlusion in rats
[43,44] (see Figure 6.4). Compared to controls, MnCl2
injection in the intact sensorimotor cortex at the border
of a 2-week-old unilateral ischemic lesion was followed
by delayed and diminished manganese-induced ΔR1 in
ipsilateral subcortical structures that are part of the
sensorimotor network, i.e. the striatum, thalamus, and
substantia nigra [43]. Yet when the same experiment
was done at more chronic time points, i.e. 10 weeks
after stroke, the degree of manganese accumulation in
these regionswas the same as in sham-operated animals
[44]. Furthermore, significantly increased manganese
build-up was detected in contralateral subcortical
areas. These post-stroke time-dependent differences in
manganese enhancement profiles within the sensori-
motor network correlated with the accumulation pat-
tern of a conventional neuroanatomical tract tracer
as detected by immunohistochemistry [43,44]. This
confirms that the MEMRI findings were associated
with changes in neuronal connectivity. The initial
reduction and subsequent increase of manganese
enhancement in the ipsilateral striatum, thalamus, and
substantia nigra suggest that a disturbed thalamocort-
ical–corticothalamic circuit may restore or renew its
connections at later stages. The enhanced manganese
accumulation in the contralateral hemisphere probably
reflects increased manganese transfer in crossing white
matter tracts, pointing toward increased interhemi-
spheric connectivity. These signs of structural plasticity

MEMRI-based neuronal tract tracing in rat brain

70 days post-stroke

control
smCx

Th SNSt

R1 (s–1)0.2 2.2

Figure 6.4 R1 (= 1/T1) maps of consecutive coronal rat brain slices at 4 days after MnCl2 injection in the right sensorimotor cortex (smCx) as
described by van der Zijden et al. [44]. Top row: 4 weeks after sham-operation. Bottom row: 10 weeks after 90-min right MCA occlusion.
Manganese-induced R1 increase is evident in regions of the sensorimotor network, i.e. smCx, striatum (St), thalamus (Th) and substantia nigra (SN).
At 10 weeks after stroke increased manganese accumulation is detectable in contralateral subcortical areas. The unilateral stroke lesion is
characterized by reduced R1.
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as detected with in-vivo MEMRI-based neuroana-
tomical tract tracing correspond with histological evi-
dence of unmasking or new formation of connections
with perilesional areas in experimental stroke models
[45].

Despite the exclusive opportunities for serial,
three-dimensional, in-vivo neuronal tracing with
MEMRI, there are some noteworthy limitations.
First, spatial resolution of MEMRI is currently limited
to about 100 μm, while much more detailed anatomi-
cal information can be achieved with microscopic
analysis of conventional tracers. Second, although
neuronal uptake and subsequent axonal transport
likely represent the major mechanisms responsible
for manganese enhancement in the brain, other pro-
cesses such as passive diffusion in interstitial fluid,
reabsorption in blood and cerebrospinal fluid, as well
as glial uptake, may complicate the use of manganese
as a pure neuronal tract tracer [46]. Third, the major
drawback of manganese for brain studies is its neuro-
toxicity at high concentrations or after chronic expo-
sure [39], which is the main reason why MEMRI-
based neuronal tracing has not been applied in
human studies. None the less, Canals et al. have
recently shown that intracortical injection of a low
dose of MnCl2 at a very slow rate did not lead to
neuronal and glial injury and improved the efficiency
of tracing neuronal connections [47]. Without a
doubt, such improvements in experimental protocols
will further expand the prospects of in-vivo MEMRI-
based neuronal tract-tracing experiments in a wide
range of neuroscience research areas, including assess-
ments of structural plasticity after stroke.

In conclusion, MRI offers a versatile tool to eval-
uate the spatiotemporal pattern of functional and
structural changes after stroke in both clinical and
experimental settings. The techniques discussed in
this chapter demonstrate the ability of MRI to detect
(changes in) brain activity and neuroanatomical con-
nectivity, but its potential stretches even further.
Recent experimental studies have shown that MR
methods can also inform on angiogenesis (with T2*-
weighted MRI [48] or steady-state contrast-enhanced
MRI [49]) and metabolic alterations (with 1H/13C MR
spectroscopic imaging [50]) in recovering post-stroke
tissue. Thus in the coming years it is to be expected
that variousMR techniques will play an increasing role
in the elucidation of structural and functional re-
organization in the brain. The availability of MRI in
experimental and clinical settings will further promote

translational research on brain plasticity and may aid
in monitoring of existing and novel therapeutic strat-
egies to improve brain repair.
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7 Stroke recovery in non-human
primates: a comparative perspective
Randolph J. Nudo

Functional recovery following injury
to motor cortex
Motor cortex lesions in humans result in weakness or
paralysis in contralateral musculature and disruption
of skilled limb use. However, gradual recovery of some
motor abilities is commonly observed during the ensu-
ing weeks. For example, within a few days following
injury, tendon reflexes may again become active, and
resistance to passive movement may increase. Limited
recovery of voluntary movement often occurs. A grad-
ual increase in muscle strength and coordination often
follows. However, at least in humans, complete recov-
ery of function in distal musculature, including inde-
pendent control of digits, is uncommon.

Mechanistic bases to account for functional motor
recovery following cortical injury have long been
sought. Results as early as the 1950s by Glees and
Cole using surface electrical stimulation techniques
suggested that lost cortical functions are assumed by
the adjacent cortical tissue [1]. Others have suggested
that other cortical motor areas in the same or opposite
hemisphere may play a role in recovery. Still others
have suggested that subcortical structures are respon-
sible. Over the past two decades, detailed examinations
of neuroplasticity mechanisms in animal models
of focal ischemia, as well as an explosion of neuro-
imaging data in human stroke survivors (see also
Chapters 11–13), has provided a wealth of information
that is beginning to shed light on critical questions.
While we are still far from a complete understanding
of the recovery process and the structures involved, it
is now feasible to propose general principles regarding
post-injury plasticity.

The use of non-human primates has contributed
substantial information to this field. These species
have great importance for translating new therapies
to human stroke populations. The present review will

focus principally on the unique role of non-human
primates in stroke recovery research, primarily from
an evolutionary perspective.

Non-human primates in studies
of stroke recovery: practical
and ethical issues

Evolution of primates
To understand the value of a particular model species
for translation of neurological research, it is useful to
consider phyletic relationships. It is reasonable to
assume that the likelihood that a particular extant spe-
cies will share common neuroanatomical and neuro-
physiological traits with humans is directly proportional
to the recency of their common ancestors. Conversely,
species that have been divergent in their phyletic histor-
ies will share relatively fewer features in common. In the
past, evolutionary trees (or cladograms) were based
entirely on morphological features of extant species
and fossil records of presumed common ancestors. In
the past decade, a revolution in evolutionary biology has
taken place, as cladistic relationships are now derived on
the basis of molecular genetic sequence analyses [2].
While there is still some discrepancy between molecular
dates and the fossil record, and multiple hypotheses still
exist regarding the relationships of a few higher-level
lineages (e.g. colugos, tree shrews), there is general con-
sensus thatmolecular data sets are rapidly becoming the
gold standard for deciphering phyletic relationships
among living mammals [3].

Four Superorders are now recognized within
the mammalian Class. The Superorders Xenarthra
(sloths, anteaters, armadillos, etc.) and Afrotheria
(aardvarks, manatees, elephants, etc.) have their
origins in the Southern Hemisphere (South America
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and Africa, respectively). The Superorders
Laurasiatheria (whales, hippos, horses, cats, dogs,
bats, etc.) and Euarchontoglires (rodents, rabbits,
lemurs, monkeys, apes, humans) are thought to
have a Northern Hemisphere origin. New molecular
data sets have radically altered our concepts of
higher-level relationships. For example, based on
morphological similarities, bats were once grouped
with primates; tree shrews and colugos in the obsolete
taxon Archonta. However, molecular evidence now
puts bats in the Laurasiatheria Superorder with car-
nivores, ungulates, and cetaceans (Figure 7.1).

It is thought that the first primates emerged approx-
imately 80 million years ago (mya), during the early
Cretaceous period [4]. Probabilistic dating usingmolec-
ular evidence estimates that the first divergence between
the anthropoid primates (monkeys, apes, and humans)
and strepsirrhine primates (lemurs, tarsiers, and bush-
babies) occurred about 77.5 mya (range = 67.1–97.7
mya) [5]. About 43 mya, in the mid to late Eocene
epoch (mid-Paleogene period), the Old World
and New World monkey lineages diverged.
Subsequently, the Cercopithecoidea (baboons, maca-
ques) and Hominoidea (apes and humans) diverged

Figure 7.1 Cladogram of living mammals, with special emphasis on primates. Adapted from multiple sources (Janecka et al. [4];
Martin [3]).
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about 30 mya, in the mid-Oligocene epoch (late
Paleogene period). The last common ancestor of humans
and gorillas was about 8.6 mya, while the last common
ancestor of humans and chimps was about 6.6 mya, or
during the late Miocene epoch (early Neogene period).

Returning to the hypothesis that morphological
features become increasingly different between divergent
taxa with increasing geological time, one can utilize the
dates of last commonancestors as a quantitative gauge for
their utility in translational studies. Thus, even for species
currently used in stroke research that have diverged
from the human lineage most recently (baboons, maca-
ques), over 30 million years of brain evolution has
occurred with different selective pressures in divergent
taxa. If we search for the common ancestor of humans
with New World monkeys (marmosets and squirrel
monkeys), we need to trace back even further – over
40 million years. Carrying this logic back in geological
time still further, one must retreat nearly 90 million
years to find the last common ancestor of humans and
rodents. Thus, even though primate and rodent species
aremembers of the same Superorder (Euarchontoglires),
they have not shared a common ancestor since the late
Cretaceous period. Common ancestry for humans and
other species used in neurological research (dogs, pigs,
etc.) is a bit earlier than for rodents (88.8 versus
87.9mya), although by only a small amount in geological
time, since rapid divergence of mammalian lineages
occurred during the late Cretaceous. Thus, from the
standpoint of our hypothesis relating neurological diver-
sity to phyletic relationships, rodents, carnivores, and
ungulates are equally valid species.

It is primarily this phyletic rationale which makes
non-human primates so valuable for understanding
human brain function, and serving as models for
stroke research. Undoubtedly there are other factors
to consider when establishing an animal model. The
brains of some mammalian species have become
highly specialized, and probably do not closely resem-
ble the brains of the common ancestors. Some
brain properties of interest may be quite similar in
widely divergent lineages due to convergent evolution.
However, on a probabilistic basis, relative kinship is
the principal determining factor in predicting genetic
variance, and thus morphological variance, between
the brains of different mammalian species.

Ethical and practical concerns
It is this very advantage of shared common ancestry
that makes invasive research on non-human primates

so controversial. For example, those opposed to inva-
sive animal research generally point to the notion that
some non-human organisms are sentient; that is, in its
most literal sense, are capable of sensation and percep-
tion. With regard to invasive research, sentience is
most controversial in the perception of pain and suf-
fering. The fuzzy area is the affective component of
any sensation or perception. The extreme view is to
assume that any animal would perceive unpleasant
events the same as a human would. But of course,
this is a very anthropomorphic view, and is rejected
by most scientists. None the less, if we accept that
recency of common ancestry is a gauge of the degree
of similarity in brain function among mammalian
species, then one might conclude that non-human
primates share more similarity in their awareness of
pain and suffering than other mammalian species.

Additional factors that limit the use of certain
primate species include the interrelated factors of
availability and cost. Rapidly escalating costs even for
primate species that currently exist in abundance in
the wild or can be bred readily in captivity increasingly
have limited the scope of non-human primate
research.

Special characteristics of non-human
primate brains for stroke recovery research
Several factors warrant the consideration of non-
human primate species as models in stroke recovery
research. First, from a theoretical standpoint, because
of more recent shared common ancestry, non-human
primate brains should respond to injury more simi-
larly than rodents, especially with respect to behaviors
that rely on specialized regions of cerebral cortex.
Second, brain size may be an important factor in the
penetration of pharmaceutical agents, although several
larger-brained mammalian species, other than pri-
mates, can be used in stroke research including cats,
dogs, pigs, and sheep. Third, white matter to gray
matter ratio is significantly greater in primate brains
than animals from other Orders, especially rodents.
This fact may be critical in certain stroke models that
target injury to descending pathways [6].

Finally, it is likely that several other structural
and functional brain traits evolved in the primate
lineage, especially with respect to the corticospinal
(CS) tract. Primates uniquely have a spatially distinct
concentration of CS neurons in a portion of the
frontal cortex, corresponding to the ventral premo-
tor cortex (PMv). This cortical field does not appear
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to exist in non-primate species. Further, primates
have more corticospinal neurons concerned with
control of the hand compared with other mam-
malian species (Figure 7.2). Still further, primates
uniquely display larger and less concentrated CS
cell bodies, indicative of increased neuropil. All of
these changes occurred independent of any increase
in body size [7].

The termination of CS neurons in the spinal cord
also differs greatly across mammalian species, even
within the primate Order. Specifically, the majority
of CS neurons, regardless of species, terminate in
intermediate lamina of the spinal cord. Only in select
species do CS neurons terminate in deeper lamina,
where motor neuron cell bodies are located. Thus,
macaque monkeys, cebus monkeys, and humans
have dense CS terminations in lamina IX. In contrast,
squirrel monkeys, marmoset monkeys, and prosimian
primates have sparse CS terminations in lamina IX [8].
Species variance in this particular trait is of prime
importance in understanding the differences in behav-
ioral response to cortical injury.

It has often been reported that one disadvantage of
rodent models for stroke recovery studies is that spon-
taneous recovery proceeds too quickly, sometimes
within days. This has especially been reported with
focal cortical lesions. Non-human primates with sim-
ilar lesions are thought to recover more slowly, more
similar to humans. It is possible that the basis for this
difference stems from an evolutionary principle called
“encephalization of function.” That is, the cerebral
cortex assumes progressively more function in the
primate lineage leading to humans, including func-
tions once controlled at subcortical levels. This phe-
nomenon was first studied systematically by Walker
and Fulton who performed hemidecortication in sev-
eral mammalian species [9]. Major differences were
found in the ability of the different species to ambulate

on the first postoperative day. The primates, in partic-
ular, were much more debilitated. Furthermore, the
degree of motor impairment appeared to be related to
kinship with humans. For example, macaque monkeys
could grasp the cage bars with the affected extremity
while climbing within one week after the surgery. The
recovery of grasp in the baboon required a month of
recovery, while the chimpanzee never regained voli-
tional grasp. Recovery of strength in the fingers and
toes was incomplete in each of the primate species. In
contrast, cats regained such strength within a fewweeks.

Walker and Fulton also discussed spasticity follow-
ing cortical injury, a hallmark of human stroke, which
contributes to motor disability as well as the inability
for stroke survivors to participate in rehabilitative
therapy. Most animal models have failed to produce
these same symptoms. Following hemidecortication in
macaque monkeys, Walker and Fulton described the
affected limbs as flaccid for about one week, followed
by moderate spasticity. In the baboon, flaccidity
was followed by more intense spasticity. In the chim-
panzee, flaccidity lasted about three days, followed
by even more intense spasticity. In chronic stages,
some increased resistance to passive movement was
observed in all animals, but substantial spasticity
remained only in the chimpanzee.

Stroke models in non-human
primates

Aspiration lesions
Historically, the most common lesion method in ani-
mals, especially for cortical lesions, has been aspira-
tion, or suction ablation. These lesions have the
advantage that they are highly reliable, since visual
inspection of the cortical surface reveals the removed
area. Obviously, this method does not mimic the

Figure 7.2 Relationship between CS
neuron number/size and relative kinship
with Old World primates (Nudo et al. [7]).
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clinical condition of stroke, except that a sizeable por-
tion of cortical tissue is destroyed. They more closely
mimic resection procedures that might be performed
for removal of tumors or epileptic foci. There are
disadvantages to this technique, since, unless the sur-
geon is highly skilled, inadvertent damage can be done
to underlying white matter and adjacent gray matter.
Further, fibers of passage are necessarily destroyed.
Also, it is not clear what role necrotic tissue may play
in subsequent inflammatory responses after injury.
However, aspiration lesions have been very valuable
in understanding the role of specific cortical areas in
motor and sensory behavior.

Middle cerebral artery occlusion
One of the most common methods for creating a
clinically relevant stroke in rodent models has been
middle cerebral artery occlusion, or MCAo. This
approach is attractive, since a large number of
human strokes occur in the MCA, and this vessel
supplies a wide swath of frontal and parietal
cortex, affecting motor and somatosensory function.
However, subtle vascular differences in the morphol-
ogy of cerebral vessels exist across species, and such
differences may result in wide variance in the resulting
infarcted territory. For example, in the macaque, the
anterior cerebral arteries join to form a single perical-
losal artery in the midline, differing distinctly from the
human cerebral vasculature pattern [10].

While surgical access to the MCA is relatively
straightforward in rats, a much more invasive, trans-
orbital surgical approach requiring enucleation is typ-
ically employed in non-human primate species.
Usually, vessels are then occluded by microaneurysm
clips [11], although photocoagulation using Rose
Bengal has also been used [12]. Endovascular occlu-
sion approaches would seem to be preferable, and
some success has recently been reported using this
method in macaque monkeys [13]. In this approach,
a microcatheter is inserted into the femoral artery and
guided fluoroscopically to occlude a branch of the
MCA. However, substantial variability has been
found in the outcomes. In the study by D’Arceuil
et al. [13], in five macaque monkeys with MCAo for
3 h, stroke volume ranged from 0.1 to 4.5ml. In four
monkeys with permanent MCAo, stroke volume
ranged from 2.9 to 20.5ml. Animals with large lesions
required extensive postoperative care, and survival was
variable. Thus, while relatively non-invasive occlusion
of the MCA is possible in non-human primates, the

large variability in the outcome precludes its use in
controlled therapeutic studies, since large numbers are
required for adequate statistical power.

Another approach to modeling stroke is to inject
emboli into the internal carotid artery (ICA). In one
early study, emboli were formed within polyethylene
tubing using silicone rubber compound, which pri-
marily lodged in the M1 segment of the MCA [14].
In about 14% of the experiments, the embolus frac-
tured, and lodged in multiple segmental locations
affecting the distribution of the infarctions. In a varia-
tion on this technique, multiple silicone spheres were
injected into the ICA of macaque monkeys [15]. In
over 80% of the monkeys, the spheres were lodged at
the junction of the ICA and theMCA. However, some-
times the distal embolus was located in the proximal
anterior cerebral artery (ACA). In these early studies,
only gross qualitative changes in cerebral morphology
were described. In a more recent study, autologous
blood clots were injected into the ICA in macaque
monkeys [16]. This method resulted in extensive
infarcts throughout the MCA territory in the cerebral
cortex as well as extensive subcortical damage in the
striatum and thalamus. Mean infarct volume as a
percentage of the hemisphere was 28%, ranging from
about 12 to 55% (based on scatterplot). This method
has been subsequently used by this group to examine
the effects of thrombolytic agents after stroke. While
the infarct size range is somewhat broad, the variabil-
ity is not unexpected given individual variation in the
distribution of the MCA. Further development of cer-
ebral vessel occlusion methods that do not require
intracranial surgery will be extremely valuable to rep-
licate the conditions of human stroke in non-human
primate models.

Focal electrocoagulation
Several studies have employed more focal ischemia
techniques, resulting in more restricted cortical injury
than what is experienced in clinical stroke. This
approach is usedmost often in conjunction with neuro-
physiological mapping techniques to determine details
in the functional reorganization of the spared regions
after injury. Since these techniques result in occlusion of
the arterioles and venules of the entire vascular
bed within a targeted region, there is little if any
penumbra. Thus, they are not useful for neuroprotec-
tion studies, which generally have as a primary aim to
salvage threatened penumbra. Also, focal coagulation
techniques are most often used in lissencephalic brains
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such as owl monkeys or squirrel monkeys, since the
somatosensory and motor hand areas are exposed over
a flat, unfissured sector of cortex, allowing easy access
to the vascular supply. The surface vessels can be seen
to penetrate radially into the cortex, so that the
infarcted territory closely matches the region of ische-
mia on the surface. Lesions as small as 2mm in diam-
eter on the surface of the cortex and penetrating
throughout all six layers of cortex can be made reliably.
Very large infarcts affecting much of the upper extrem-
ity representations in M1 and premotor areas are fea-
sible [17]. It should also be noted that little, if any,
direct necrosis of white matter occurs with this
approach, although secondary degeneration of
descending fibers necessarily occurs.

Organization of motor cortex
in primates
In all primate species studied to date, multiple motor
representations of the upper extremity have been
found. The largest and most functionally important
area is the primary motor cortex, or M1. This region
lies anterior to the central sulcus, and has several
anatomical and physiological properties which distin-
guish it from other motor areas. First, in either anes-
thetized or awake animals, specific joint movements
can be elicited by small amounts of electrical stimula-
tion within the deeper layers of all motor areas, but
required currents are smallest in M1. M1 contains the
largest proportion of CS neurons of any of the cortical
motor areas. In addition, M1 contains the very large
CS neurons, sometimes called Betz cells, especially in
its posterior aspect.

Extensive neurophysiological and neuroanatomi-
cal studies have now revealed that individual muscles
are not represented in discrete functional modules
within M1. At its most elemental level, an individual
CS neuron diverges to influence up to four or five
motor neuron pools in the spinal cord. Further, CS
neurons projecting to different subsets of motor neu-
ron pools overlap substantially within M1. Hence, it is
highly unlikely that stimulation of a small volume of
cortical tissue in M1 with electrical current could elicit
a contraction of only a single muscle, even if one could
stimulate only a single neuron. Representations of
disparate body parts, e.g. the arm and leg, are located
in non-overlapping areas of M1. Thus, strict topo-
graphic organization based on the distribution of the
skeletal musculature is maintained only on a global
scale.

While a cortical motor field that is homologous to
M1 is present in most mammalian species, premotor
areas most likely evolved independently in the primate
lineage [18]. These premotor areas include dorsal and
ventral premotor cortex (PMd and PMv, respectively),
the supplementary motor area (SMA), and the cingu-
late motor areas. By definition, each of the premotor
areas is connected with M1 via reciprocal intracortical
fibers. These areas are functionally distinct, and are
thought to exert their influence on motor output pri-
marily via M1. However, each of these areas also sends
fibers to the spinal cord, and thus has the potential to
participate in more direct control of spinal motor
neurons in the absence of M1.

Plasticity of neurophysiological maps
and their relationship to functional
recovery
Neurophysiological maps can be derived in motor cor-
tex using various stimulation techniques in experimen-
tal animals, even under anesthesia. Early studies using
cortical surface stimulation techniques suggested that
the hand representation inM1 of adult primates under-
goes substantial remodeling following small lesions,
and the cortical remodeling is correlated with func-
tional recovery [1]. Using more modern intracortical
microstimulation (ICMS) techniques, Nudo and
Milliken found that movements represented in the
infarcted zone did not reappear in the cortical sector
surrounding the infarct. Instead, relatively small, sub-
total lesions in representations of hand movements
resulted in widespread reduction in the spared hand
representations adjacent to the lesion, and apparent
increases in adjacent proximal representations [19].

While the study cited above employed no post-
infarct therapy, we have also examined consequences
of motor training on the functional topography of
motor cortex in uninjured squirrel monkeys [20].
The task required the monkeys to retrieve small food
pellets from four wells on a Plexiglas board. The small-
est well required the controlled insertion of only one or
two digits to retrieve pellets. Retrieval skill was signifi-
cantly improved by only a few days of intensive train-
ing, but then continued for 10–11 days. In each case,
post-training maps revealed significant changes in
the topographies of movement representation marked
by expansion of the cortical sectors representing
movements involved in the task. These experiments
confirmed that the functional representations of
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primary motor cortex are remodeled by use, probably
throughout life.

It was reasonable to hypothesize that these same
training techniques could have an adaptive influence
on motor representations after injury. In an initial
experiment, small ischemic lesions were made in the
M1 hand area, sparing a large portion of this area.
Deficits in motor skill were apparent in the pellet
retrieval task. Within about 5 days, the monkeys
were able to participate in the task again, and repetitive
training began, using a protocol much like that used
for normal training. As monkeys gained proficiency at
retrieval from large food wells, they advanced to pro-
gressively smaller wells. For most monkeys, pellet
retrieval proficiency returned within about 2 weeks.
At that point, the M1 hand area was explored with
ICMS techniques once again. In monkeys receiving
training, the spared M1 hand area was not statistically
different from their baseline maps. That is, instead of a
reduction inM1 hand area, the hand area was retained.
In some cases, the hand area clearly expanded into
former proximal representations [21].

Later experiments demonstrated that this effect of
post-injury training was not related to the location of
the focal infarct within the M1 hand area [22].
Regardless of whether the lesion was in the rostral or
caudal portion, retention of the spared hand represen-
tation was observed after post-infarct rehabilitation.
This is significant, since the rostral and caudal por-
tions of the M1 hand area are functionally distinct.
Both rostral and caudal portions of M1 receive input
from the somatosensory cortex. However, the caudal
M1 receives predominantly cutaneous input, and the
rostral portion receives predominantly proprioceptive
input. Behavioral deficits after restricted lesions in M1
reflect these differences in sensory input properties.
Lesions in caudal M1 result in behavioral symptoms
akin to sensory agnosia, in which the monkeys retrieve
pellets, but appear not to know that the pellet is in their
hand. They often open the hand, and look at the pellet,
before bringing the hand to the mouth to eat the pellet.
Conversely, lesions in rostral M1 do not result in
sensory agnosia. In contrast, monkeys often overreach
the target, dragging the hand back like a rake until the
fingers enter the food well. The fact that the hand
movement representations respond to rehabilitative
training in the same way regardless of lesion location
emphasizes that both cutaneous and proprioceptive
cues are important in executing the motor task of
pellet retrieval.

Focal lesions in a small portion of M1 have very
different effects on remote hand representations in
premotor cortex. Because of reciprocal connectivity
of these areas with M1, if M1 is injured, there
are inevitable effects in secondary motor areas. Using
the PMv as a model for these remote effects, as early as
a few days after M1 injury, neurons in PMv undergo
substantial changes in expression of proteins thought
to be involved in neuroprotection and angiogenesis
[23].

In the chronic stage after M1 injury there is a linear
relationship between the size of the M1 infarct and
enlargement of the hand representation in PMv. After
lesions in M1 that destroy less than 30% of the hand
area, the PMv hand representation actually shrinks
slightly. However, after progressively larger M1 inju-
ries, the PMv representation expands in proportion to
the M1 loss [24,25].

These remote effects of M1 lesions have now been
extended to the hand representation in the SMA, again
relating remote map expansion with M1 lesion size
[17]. Movements can be evoked from these areas with
relatively low amounts of electrical current even when
the damage toM1 is extensive.While CS neurons from
these secondary motor areas exist, their direct effects
on spinal cord motor neurons are thought to be mea-
ger. However, at least in chronic stages after injury to
M1, short latency responses can be elicited from these
areas. The anatomical route underlying this effect is
not yet clear. Possible pathways include cortico-rubro-
spinal, cortico-reticulo-spinal, and direct CS path-
ways. Evidence for post-injury CS sprouting from the
SMA has been established in macaque monkeys [26].
Thus, the intriguing possibility exists that areas remote
from cortical injury adaptively reorganize to compen-
sate for the loss of M1 CS output by sending larger
numbers of CS axons to terminate on the denervated
motor neurons.

Although remote areas expand, the functional sig-
nificance of this change is still unclear. SMAmay be an
excellent model for understanding these effects, since it
receives its blood supply from the ACA, and is often
spared after MCA strokes. The SMAs of the two hemi-
spheres are heavily interconnected, and share dense
reciprocal projections with M1. It has also been esti-
mated that 23% of SMA CS neurons project to the
ipsilateral cord [27]. But a recent study in SMA after
extensive ischemic lesions that extended across theM1,
PMd, and PMv hand areas questions a direct functional
relationship of map reorganization to recovery [17]. In
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this study, behavioral recovery was limited to the first
three weeks post-injury. Behavioral performance
remained relatively constant and suboptimal through-
out the next 10 weeks. However, maps of the hand
area in SMA actually contracted in the first three
post-infarct weeks. They subsequently expanded over
the next 10 weeks. This temporal mismatch is not
easily explained by a simple relationship of remote
reorganization in a single area, such as SMA, to behav-
ioral recovery.

Another interesting aspect of SMA is that it has
greater influence on motor neuron pools controlling
proximal, rather than distal muscles [28]. In the
Eisner-Janowicz study [17], the changes that were
seen in the SMA hand representation after injury
were attributed to wrist and forearm movement rep-
resentations, not more distal, finger and thumb repre-
sentations. In these chronic stages, monkeys were able
to reach out and touch the pellet board, but were not
able to retrieve pellets from the wells, or even insert
their fingers into the wells. This is not unlike human
stroke survivors who can use proximal musculature to
propel the limb forward, but do not have distal control
over hand movements. Thus, it is possible that SMA
may contribute to the development of compensatory
movement patterns that rely on more proximal
musculature.

Neuroanatomical plasticity
after injury
Due to a rich network of reciprocal intracortical con-
nections, after focal injury to M1, remote areas are
triggered to reorganize their axonal projection path-
ways. It is well known that in rats, after cortical injury,
the cerebral cortex in the intact hemisphere sprouts
crossed axonal projections to the striatum of the
injured side of the brain. However, little is known
regarding plasticity of intrinsic intracortical pathways
interconnecting various cortical areas. Recently, using
a squirrel monkey model of M1 infarct, Dancause et al.
discovered that several months after an M1 infarct,
PMv intracortical axons developed an aberrant trajec-
tory [29]. Axons projecting toward the site of the
lesion made sharp turns, and avoided the lesion zone.
A substantial number of axons then turned more
caudally, heading more lateral to circumvent the cen-
tral sulcus, and finally terminated in a parietal area
within the somatosensory cortex, area 1 (possibly both
areas 1 and 2) [29]. This de novo cortical connection
represented axonal growth of more than 1 cm, a very

long distance in the small squirrel monkey brain.
Understanding the functional significance of injury-
induced sprouting is an important topic for future
research.

Studies of post-stroke interventions
in non-human primates
Non-human primates have been used sporadically in
preclinical investigations of new therapeutics for
stroke recovery, including both pharmaceutical and
device-oriented approaches. Impetus for non-human
primate studies gained momentum after a large num-
ber of failed neuroprotection trials that did not trans-
late from preclinical rodent studies to primates. As one
of a large list of recommendations for preclinical drug
development, the STAIR consensus conference rec-
ommended the increased use of non-human primates
in stroke research [30]. It was thought that substantial
species differences in drug metabolism, penetration of
the drug into the brain, brain organization, and behav-
ioral response to injury require that clinical trials be
preceded by some level of assurance that the drug
worked in a non-human primate model.

One study that has received considerable attention
in this regard examined the effects of the free radical
trapping agent, NXY-059, administered at 4 h after
MCA branch occlusion in a marmoset monkey
model [31]. NXY-059 reduced infarct volume by
28%, and resulted in attenuated motor and spatial
neglect. However, clinical trials have had mixed results
[32]. Discussions in the literature have questioned
both the quality of preclinical study designs as well as
adherence to preclinical protocols in the randomized
clinical studies.

Conclusions
A full survey of the critical issues in successful trans-
lational research is well beyond the scope of this chap-
ter. However, from the standpoint of comparative
neurobiology, it should be kept in mind that humans
and non-human primates do, indeed, have many
neurological traits in common. Based on phyletic evi-
dence, non-human primate models should approxi-
mate the response to ischemic injury better than other
mammalian species. Likewise, a larger proportion of
the variance in the effects of neuroprotective and
restorative agents after stroke in humans can be pre-
dicted by examining their effects in non-human pri-
mate models in comparison with other mammalian

7: Stroke recovery in non-human primates: a comparative perspective

74



models. However, even with optimal techniques for
mimicking stroke, and strict adherence to high stand-
ards for study design, execution and reporting, tens of
millions of years of brain evolution have occurred
since the common ancestors of humans and most
non-human primates. No single animal model, nor
individual preclinical study, should be used as a litmus
test for the predictability of a planned clinical trial.
Resolution of reliability and validity (including con-
struct, internal and external validity) for a particular
therapeutic agent requires multiple replications under
a variety of conditions before its predictive value in
clinical trials can be estimated with accuracy. As the
French physician/scientist Paul Broca said: “The
least questioned assumptions are often the most
questionable” [33].
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8 Issues in translating stroke recovery
research from animals to humans
J. Leigh Leasure, Andreas Luft & Timothy Schallert

In Western nations the incidence of stroke and stroke
fatalities is declining [1], but enhanced survival has
resulted in a large population of individuals with long-
term impairments and decreased quality of life. At
present, there are no clearly effective treatments for
these enduring deficits, despite a great deal of preclin-
ical research directed at the problem. Yearly, a wealth
of basic research is published on stroke recovery, cort-
ical plasticity, and learning. So why are rehabilitation
treatments at best of limited benefit and fail to provide
a major advantage for the patient’s life?

The problem may not be a lack of potential candi-
dates, or a lack of clinical testing. Rather, the problem
may be that candidates were not selected or optimized
based on basic research information [2]. Many candi-
dates are prematurely advanced into clinical trials.
Using the wrong dose is a common reason why drug
trials fail to show efficacy; dose estimation studies
therefore have to be conducted before any Phase III
trial is planned. For rehabilitation treatments, not
only the dose but many other parameters have to be
selected; among those are timing, concomitant treat-
ments, psychological and social factors. We suggest
that these and other factors discussed below contribute
to the failure to translate research findings into viable
treatments for human stroke patients.

Reason one: optimal timing and
intensity of rehabilitation is uncertain
The mammalian brain actively attempts to repair itself
after injury by inducing neuroplastic events in surviv-
ing perilesion and connected tissue, and homotopic
areas in the intact hemisphere [3–15]. These restora-
tive events are subject to modification by behavioral
manipulation. Evidence for enhancement or inhibi-
tion of these processes comes from animal models in
which behavior is characterized in relationship to

neuroanatomical events and then directly manipulated
at different post-injury timepoints.

Injury to the forelimb representation area of the rat
sensorimotor cortex (FL-SMC) causes limb use defi-
cits in the contralateral forelimb [5,6,8]. There are
transient deficits in forelimb placement reaching and
grid-walking ability, as well as a long-lasting prefer-
ence for the ipsilateral forelimb for lateral weight-
supporting movements during wall exploration
[3,13,16]. Taub and colleagues suggest that chronic
reliance on the less-affected (ipsilateral) limb after
unilateral brain injury is due in part to “learned non-
use” of the affected (contralateral) limb [17]. That is,
alternative motor strategies are developed with the
ipsilateral limb in order to circumvent dysfunction in
the affected extremity. If these strategies are effective,
they encourage reliance upon the less-affected limb at
the expense of the affected one. Thus, although restor-
ative processes in surviving tissue may make effective
use of the contralateral limb possible, use of it is rarely
attempted and reliance on the ipsilateral limb persists.
Taub and colleagues have demonstrated that the
potential for substantial use of the affected extremity
remains, however, and can be unmasked by restraint
of the preferred limb [17], known as constraint-
induced movement therapy (CIMT).

It is reasonable, therefore, to imagine that learned
non-use could be avoided if reliance on the ipsilateral
limb is not possible. Accordingly, we prevented use of
the less-affected forelimb early after electrolytic lesions
of the FL-SMC in rats by completely immobilizing it
with a cast. This manipulation forced reliance on
the contralateral forelimb for all motor activity.
Surprisingly, early over-use of the affected forelimb
did not enhance functional recovery. Rather, it exacer-
bated impairment of the contralateral forelimb and
increased the extent of damage to perilesional tissue
[18,19]. Yet CIMT, which also involves restraint of the
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less-affected limb, engenders detectable improvements
in function of the impaired extremity [12]. Why, then,
was early over-use of the impaired forelimb so
disastrous?

Early post-traumatic neural events appear to be
use-dependent, such that some minimal cognitive or
motor activity is necessary to engender restorative
processes in surviving tissue [4]. Early, vigorous reha-
bilitative measures likely exert their adverse effects by
changing the course and magnitude of post-traumatic
regenerative events. For example, excessive voluntary
exercise early after cortical injury disrupts beneficial
reactive protein expression [20] and can lead to exci-
totoxicity [21] and/or local peri-injury temperature
increases [22]. Similarly, over-use of the forelimb
impaired by a unilateral cortical lesion increases the
reactive astrocytic response in surviving perilesional
tissue [10], but limits use-dependent dendritic events
in homotopic cortex [6]. In addition to being use-
dependent, post-traumatic neural events are very likely
time-dependent, characterized by definable phases in
which the brain is differentially sensitive to behavioral
modification [13]. We found that forced over-use of
the affected limb during the first but not the second
week after a lesion caused use-dependent exaggeration
of injury [19]. Similarly, excessive voluntary exercise
early, but not later, after cortical injury inhibits

recovery of function [20,23]. Collectively, the adverse
effects of early over-use of the impaired forelimb can
be explained by a window of time in which use-
dependent restorative neural events can be disrupted
by excessive behavioral pressure.

We reasoned that if over-use of an impaired limb
could disrupt use-dependent neural events and func-
tional recovery post-injury, disuse probably could as
well. Accordingly, we used plaster of Paris casts to
immobilize the affected forelimb of rats after unilateral
injury to the FL-SMC [24]. This manipulation pro-
duced two effects with interesting clinical ramifica-
tions. First, it inhibited functional recovery and
increased reliance on the ipsilateral limb after the
cast had been removed. Second, it extended the win-
dow of vulnerability to the second post-injury week,
which was previously shown to be a “safe” time in
which to begin rehabilitative measures (Figure 8.1).
In a clinical setting, it is not hard to imagine that a
hemiplegic limb may be forcibly immobilized by sen-
sory neglect or placement of an intravenous line. In
such cases of early disuse, the window of vulnerability
may be extended, and subsequent vigorous rehabilita-
tive therapy may do more harm than good. We have
also shown that immobilization of the affected fore-
limb reduced reactive expression of the neurotrophic
factor FGF-2 in surviving tissue [13]. Thus, it seems

early over-use –
impaired forelimb

early disuse –
impaired forelimb

early disuse, then over-use –
impaired forelimb

Figure 8.1 Schematic diagram showing
the neural outcome of forelimb use
manipulation after a focal cortical injury.
A minimal amount of limb use may be
necessary in order to maximize restorative
processes in surviving tissue; however,
extreme over-use increases the size of the
lesion. Although complete disuse of the
impaired forelimb does not, it interferes
with functional recovery, and can increase
the size of the lesion if it is followed by
over-use.
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that either extreme over-use or disuse of the affected
forelimb may disrupt use-dependent neural events in
remaining tissue, and inhibit functional recovery.

Although either extreme over-use or disuse can
adversely affect recovery, less aggressive approaches
may be more helpful. These may optimally exploit
the capacity of the brain to undergo beneficial plastic
changes, which is likely higher in the acute rather than
later phases after stroke [25]. For example, gentle,
focused, limb-specific interventions improve motor
outcome [7,26] by encouraging functional reorganiza-
tion of remaining tissue [7,27]. Indeed, along with
timing, the intensity of post-injury rehabilitation
may be an extremely important factor to consider
when applying animal research results to post-stroke
humans.

For example, exercise shows effectiveness preclini-
cally as a preventative and restorative rehabilitative
intervention for stroke. However, many of these stud-
ies are of constant-access voluntary wheel-running.
Even early after brain injury, laboratory animals will
run long distances in exercise wheels during a 24-h
period. Since stroke-impaired humans have limited
motor capacity and restricted access to exercise, the
relevance of wheel-running studies to the post-stroke
human condition is questionable, and forced exercise
may represent a much more useful model. Forced
exercise on a treadmill shows considerable benefit in
chronic stroke survivors, affecting walking function
and fitness [28,29].

When running distance is held constant in the ani-
malmodel, forced exercise is characterized by extended,
low-intensity exertion, whereas wheel-running is done
in brief, high-intensity bouts (Figure 8.2) [30]. Forced
treadmill exercise [31,32], but not voluntary wheel-
running [31], is neuroprotective in animal models
when begun prior to stroke. Perhaps wheel-running
may be too high-intensity to be helpful. Indeed, early
excessive voluntary running inhibits recovery after
brain injury [20,23], but a more moderate voluntary
exercise regimen has been reported to mildly enhance
[33] or not inhibit recovery [26]. Furthermore, we have
recently found that gentle, low-speed forced walking
enhances recovery of sensorimotor function in aged
rats following a stroke. As shown in Figure 8.3, aged
rats that walked 5 days a week for 5 weeks (beginning 7
days post-injury) demonstrated less sensory bias
towards the ipsilateral forelimb in the sensory asymme-
try test.
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Figure 8.2 Forced and voluntary exercise in laboratory rats are
fundamentally different. Assuming both groups run the same
distance, rats that exercise voluntarily cover that distance at high
speed (an average of 44m/min) in a short period of time (about
47min). In contrast, it is difficult to force rats to run faster than about
20m/min for prolonged periods of time, so it takes much longer for
forced exercisers to achieve the same distance.

Figure 8.3 Rats with a unilateral stroke injury in the cortical
forelimb area prefer to remove an adhesive stimulus from the
ipsilateral limb [3], (A). Walking exercise, beginning a week after
stroke, reduces this bias, (B) *p < 0.05 significantly different from
shams.
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Preclinical animal research studies indicate that
early, vigorous physical rehabilitative efforts do not
enhance functional recovery and can actually inhibit
it. Yet determining when and how vigorously to insti-
tute rehabilitation in human stroke patients is very
difficult. While CIMT can mitigate chronic stroke-
induced impairments [12], CIMT was no better than
traditional therapy when applied early in the course of
stroke recovery [34]. It is possible that adverse effects
of early training cancel or even counteract the benefi-
cial effects. Recently, a study of human stroke patients
found that forced rehabilitation immediately follow-
ing stroke led to a worsening of outcome compared to
untreated patients [35]. Furthermore, the effectiveness
of rehabilitative measures may be “dose-dependent.”
A recent study of delayed therapy showed that patients
on a 4 visits/week program improved more than those
on a 1 or 3 visits/week regimen [36]. Animal studies
that take into account the post-stroke human condi-
tion and clinical trials that are guided by the impor-
tance of timing and intensity of rehabilitation are
necessary to pinpoint an effective treatment for
chronic stroke-induced impairments.

Reason two: strokes
are heterogeneous
Human strokes vary greatly in size, location and
type. Most animal models are of ischemic injuries,
produced by vessel occlusion, photothrombosis,
thermocoagulation, pial vessel stripping, or vasocon-
striction. Because the neural response to injury is
lesion-dependent, each stroke model may have only a
subset of neural responses and a unique behavioral
impairment profile, and therefore be relevant only to
a specific subset of human strokes.

Increasingly, it is being realized that recovery from
brain injury is lesion-specific. For example, dendritic
arborization occurs in the homotopic region following
unilateral electrolytic [5,6] but not aspiration lesions
[8] of the rat sensorimotor cortex. Axonal sprouting
from the contralesional homotopic area is seen in the
denervated striatum following unilateral cortical ther-
mocoagulation of blood vessels but not aspiration
lesions [9]. Furthermore, aspiration lesions decrease
expression of GAP-43 in the striatum, but thermocoa-
gulation lesions do not [37]. Finally, the neural
response to hemorrhagic stroke is different from
that to ischemia [38–43]. Therefore, it follows that
functional impairment and recovery are also lesion-

dependent, and indeed, the severity and stability of
post-injury motor impairments depend on whether
they result from thermocoagulation or aspiration
lesions [44].

Neural response and functional impairment are
also dependent on the size of the lesion. This phenom-
enon is particularly obvious from study of middle
cerebral artery occlusion (MCAo). MCAo for 2 h gen-
erated significantly more neurogenesis in the ipsilat-
eral striatum compared to 30min of MCAo [45],
likely because 2 h of MCAo resulted in greater striatal
damage. Furthermore, over-use of the forelimb
impaired by MCAo confined to the cortex resulted in
an increase in infarct volume, although when over-use
followed a more severe MCAo that included the stria-
tum, infarct size was not increased. Presumably,
this was due to the fact that the more severe injury
produced maximal damage that could not be exacer-
bated by post-stroke behavioral modification [13].
Behavioral recovery, too, is dependent on the type
and size of the injury, and the degree of striatal
involvement [3,46,47]. When there is minimal striatal
damage, rats with a unilateral FL-SMC injury gradu-
ally begin to use the affected forelimb for some weight-
supporting movements, such as landing from a rear.
However, if striatal damage is significant, as it is
when there is use-dependent exaggeration of injury,
recovery of contralateral forelimb use is minimal or
absent [18].

Finally, location of the lesion may also influence
the neural response. Brain injury increases metabolic
activity [48] and the proliferation of progenitor cells in
neurogenic regions of the adult mammalian brain (for
review see [14] and see Chapter 24). It has been sug-
gested that in order to induce maximal proliferative
response, an injury must be proximal to one of the two
neurogenic regions, either the subependymal zone
[49,50] or the dentate gyrus of the hippocampus [50].
To illustrate, lesions that are proximal to the dentate
gyrus induce a more robust reactive response from
progenitor cells than do more distal injuries [50].
However, introducing growth factors in the injured
area may encourage tissue repair, functional recovery
and generation of new tissue at the site of injury or in
more remote areas [51].

Animal models offer the benefit of homogeneity of
subject characteristics, lesion placement, and post-
injury treatment, but information collected from
themmust be applied judiciously in order to maximize
predictive validity. Findings from a specific animal

8: Issues in translating stroke recovery research from animals to humans

80



model may be relevant to only a subset of human
strokes. When testing the efficacy of a promising
stroke treatment, it is important to match the brain
insults to that of the animal model for which the treat-
ment was tested. Of course, maintaining stroke homo-
geneity in patient trials is very difficult and often
impractical. Therefore, before moving an experimen-
tal treatment forward to the clinic, the stroke diversity
expected in patients should be replicated closely in the
animal model [52], along with social and other envi-
ronmental factors that can greatly influence outcome
[53–55].

Reason three: preclinical stroke
research is conducted in young
animals
Despite the fact that stroke is far more common in the
elderly than it is in the young [56–58], most preclinical
stroke research is conducted in young animals [59].
This focus on young animals may account for why
treatments that appeared promising preclinically
failed to prove efficacious in clinical trials [60].
Structurally and chemically speaking, the aged brain
represents a different environment than the young
brain, and an important consideration is its reduced
neuroplastic capacity. Rodents show age-related brain
changes similar to those of humans, as well as associ-
ated cognitive and motor impairments, making them
an excellent model in which to test potential stroke
remedies.

Understandably, the cost of conducting stroke
research in aged rodents is quite high. It is expensive
to purchase aged animals, and the option of in-house
breeding is not significantly more cost-effective, due to
per diem care expenses. Yet it is essential to test prom-
ising therapies in an aged model before proceeding
with clinical trials. It is possible, even likely, that a
young brain would recover relatively well from a
stroke in the absence of any treatment. Thus, the
efficacy of a stroke treatment tested in young animals
could easily be exaggerated.

Mortality is another issue when conducting
stroke research in aged animals. Although it can be
difficult to get aged animals to survive a massive
stroke injury [61], focal lesions can be made in
aged rats with low mortality rates [59,62,63]. In
addition, these more restricted lesions produce sig-
nificant and enduring motor deficits in aged ani-
mals, in contrast to the more minor and transient

deficits that would be observed in younger animals
that sustained injury of comparable magnitude [59].
A model that produces long-standing and easily
detectable deficits in aged animals therefore pro-
vides a useful way to test the efficacy of potential
treatments in both the immediate post-injury phase
and more chronic stages.

The increase in survival among stroke victims [1]
has not been accompanied by a decrease in the severity
of impairment [58,64]. The result is aging lesions
within aging brains – a very difficult set of obstacles
to surmount. Although they are not as robust as they
are in young brains, neuroplastic mechanisms do per-
sist into old age [65] and can be elicited by specific
rehabilitation therapies in subjects > 60 years of age
[66–68], and it is essential to pinpoint ways in which to
harness them. Assessing potential therapies in the
context of an aged model system will enhance the
predictive validity of preclinical research.

Reason four: patients are on drugs,
but research animals are not
Stroke is primarily an affliction of the aged, and is
often linked to one or more of the other diseases
associated with advancing age, such as hypertension,
heart disease, or diabetes. An important consideration,
therefore, is the extent to which medication for these
diseases may affect stroke recovery, or interact with
potential stroke treatments in clinical trials. Other
common problems in the elderly, such as arthritis,
while not directly related to stroke, also require med-
ication that may influence post-stroke recovery. The
elderly are therefore often taking one ormore drugs on
a regular basis, but research animals in which stroke is
modeled are not. Thus, if any of the drugs being taken
(or a combination of them) interacts with a potential
stroke therapy, this interference would not be seen
until clinical trials [69]. The treatment being tested,
rather than the drugs, may be blamed.

Drugs commonly taken by the elderly could inter-
fere with treatments being tested in a number of
ways. They may disrupt attention, movement, or
vision, thereby affecting the efficacy of motor reha-
bilitative strategies. Anticholinergic drugs could
cause confusion or disorientation which may be dif-
ficult to counteract with a potential stroke therapy.
Commonly used sleep aids or other psychoactive
drugs, including anxiolytics, antipsychotics, and anti-
depressants, have all been found to influence recovery
from stroke [69]. GABAergic agonists (such as many
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commonly used anxiolytics) disrupt recovery from
head injury in rats if used repeatedly for a week or
more after the first few post-injury days [70].
Polypharmacy is increasing in the elderly at risk of
stroke, but based on their mechanisms of action,
many of the drugs may either cancel efficacy or lead
to adverse effects [69].

Taking patients off drugs is not realistic. Although
statins have been shown to be beneficial early after
brain injury [71–73], discontinuation of anticholes-
terol or antihypertension medications could increase
the chances of future stroke. Taking patients off anti-
depressants may also be unwise, since depression
contributes to poor post-stroke prognosis [74],
while a positive attitude towards recovery is a pre-
dictor of improvement [75]; however, antidepres-
sants increase the risk of future strokes [76], and
one must carefully counterweigh risks and benefits
before prescribing these medications. Taking stroke
patients off their drugs may not be always possible,
but putting research animals on them is. In particu-
lar, the new generation antipsychotics need to be
examined with respect to stroke, especially since use
of them is increasing in the elderly for the treatment
of emotional and dementia-related behavioral issues,
such as delusions and aggression [69]. Ideally,
research animals should be put on the drugs prior
to stroke injury, and maintained on them throughout
the study.

Concluding remarks
It is becoming increasingly recognized that any single
biological or behavioral therapeutic intervention is
unlikely to provide all necessary components of an
effective treatment for stroke. Furthermore, the char-
acteristics required of a treatment change with time.
In the case of ischemia, for example, an acute treat-
ment should improve blood flow to the affected area
and protect surviving tissue, whereas for chronic
stages, restorative treatments should replace cells,
re-myelinate, stimulate formation of appropriate new
connectivity, enhance blood flow and metabolic
capacity of the injured tissue, reduce barriers to axonal
outgrowth, and reduce the extent of delayed degener-
ation. Pinpointing an effective stroke therapy therefore
represents a major challenge. Addressing the problems
outlined here, as well as other translational issues, may
help overcome this challenge and unclog the basic
research pipeline to optimal treatments for stroke
[77–80].
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Section II

9
Spontaneous Stroke Recovery in Humans

Brain events in the acute period of stroke
in relation to subsequent repair
Rüdiger J. Seitz

Introduction
Brain ischemia results from a depression of the cere-
bral blood supply leading to disturbances of neural
function and, in severe cases, ultimately manifesting
as structural brain damage, e.g. infarction. Typically,
stroke symptoms start abruptly, related to a cerebral
artery occlusion [1]. Interruption of circulation due to
cerebral artery occlusion induces immediate suppres-
sion of cerebral electrical activity causing peri-infarct
depolarization with repeated episodes of metabolic
stress and growth of the infarct lesion up to 24 h
post-occlusion [2–6]. During ischemia, the thresholds
for selective neuronal and tissue necrosis are a func-
tion of regional cerebral blood flow (rCBF) reduction
[7]. Thus, critical determinants of acute stroke are the
occlusion of a cerebral artery and the thereby induced
local depression of cerebral blood flow and subsequent
electrical, metabolic, and ionic changes [8]. Recent
evidence in humans points to the occurrence of
spreading depression in severe infarctions compli-
cated by progressive expansion [9].

Stroke treatment should be initiated as early as
possible in the acute period. However, it is not well
established how long the acute period of stroke lasts.
Does it last for 24 h of infarct manifestation when the
majority of cerebral artery occlusion has been recan-
alized spontaneously [10,11]? Does the acute period
last for 48 h, when emergency carotid surgery for
carotid endarterectomy can be performed safely in
acute stroke [12]? Does it last up to some 7 days, as
long as stroke patients are treated on the stroke care
units? Or does the acute period of stroke extend even
further? For the purpose of this chapter we define the
acute period of stroke operationally as the time the
patients spend in the stroke care unit, which on aver-
age is 7 days after symptom onset. In this period, the
patients receive acute stroke treatment such as

thrombolysis, initiation of secondary prevention
including anticoagulation, antiplatelet therapy as
well as antihypertensive and antidiabetic medication,
and dedicated physiotherapy or speech therapy.
In fact, many patients enjoy a substantial recovery
in this period, particularly when treated with
thrombolysis [13].

Recovery from a brain lesion such as stroke com-
prises aspects of neural repair and functional reorgan-
ization. Since brain infarcts result in damage of gray
and white matter, tissue repair resulting in replace-
ment of the ischemic tissue debris by functional brain
tissue would be optimal.Work in experimental models
in laboratory animals suggests that stem cells in the
subventricular germinal zone as well as neural progen-
itor cells proliferate in response to focal ischemia
[14,15]. They seem to be regulated by a number of
different factors, such as neurotrophic substances and
inflammatory mediators [16,17]. However, it seems
that neurons have only a limited capacity of regenera-
tion and nerve fibers do not grow out across long
distances, as they get stuck at the scars of central nerv-
ous tissue lesions [18]. Nevertheless, there is good
evidence from animal experiments that nerve fibers of
intact nerve cells in the perilesional cortex grow out
even across considerable distances as well as that new
synapses are formed from the outgrowing nerve fibers
[19–21]. In fact, these reorganizational changes afford
clinical recovery, which has been shown to be enhanced
by dedicated rehabilitative training [22]. Such reorgan-
izational processes are, however, slow and need many
months to take place. Also, following stroke there is
limited repair but mainly functional reorganization
related to dedicated exercise and training. Notably,
recovery commences early after the ischemic event. As
will be described here, one of the major aspects of this
spontaneous recovery is the rapid cerebral reperfusion.
It determines the salvage of brain tissue threatened by
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ischemia and limits the expansion of the ischemic
brain lesion.

A major step in acute stroke treatment has been the
advent of thrombolysis. It is targeted towards the res-
cue of brain tissue at the risk of ischemic damage by
early recanalization. It has been shown to be effective
when initiated within 4.5 h of stroke onset, with max-
imal efficacy within the first 90min after symptom
onset [23,24]. The beneficial role of early recanalization
was shown by functional imaging [25,26] andmonitor-
ing with transcranial Doppler sonography [27,28]. If
thrombolysis is not feasible, patients may develop
severe infarctions with a disabling neurological deficit
and little recovery, particularly in the advanced age
group [29]. While the neurological deficit induced by
ischemia resolves completely within 15min after reper-
fusion as shown by artificial balloon occlusion of the
human carotid artery [1], the evolution of a manifest
brain infarct is more complex. The most important
determinants of a brain infarct are the causes of ische-
mia (including its severity), the dimension and com-
position of the causal arterial emboli, the anatomy and
the vascular changes of the cerebral arteries, and hyper-
glycemia in associated diabetes [30–32]. Beyond the
acute time window of up to 24 h, secondary changes
contribute to infarct manifestation, including vaso-
genic edema and inflammatory infiltration. These
changes, however, have a smaller impact and regress
spontaneously within 2 weeks after stroke. Although
there is a large heterogeneity of spontaneous recovery
over the first 3 months after stroke [33], the neuro-
logical state by day 4 is a powerful predictor of long-
term neurological outcome [34,35]. Therefore, the
brain events in the acute period of stroke are of great
interest and will be discussed in this chapter. It will be
shown that brain infarcts differ with respect to post-
stroke recovery in terms of pathophysiology and
important aspects of cerebral artery anatomy.

Perfusion–diffusion mismatch:
relevance to prognosis and to repair
An occlusion of a cerebral artery results in a depres-
sion of cerebral perfusion, which if sustained will
eventually result in the subsequent development of
an infarct lesion. The depression of cerebral perfu-
sion can be assessed non-invasively in the acute
stroke patient with perfusion imaging using magnetic
resonance imaging (MRI) and computed tomogra-
phy (CT). The developing infarct lesion can be
identified early by diffusion-weighted imaging
(DWI) using MRI (Figure 9.1). DWI is sensitive to
the development of cytotoxic brain edema which
results in a depression of water perfusion through
the affected brain tissue [36]. Since the changes of
diffusion develop in a more protracted manner than
the instantaneous depression of brain perfusion after
an acute occlusion of a cerebral artery, perfusion
abnormalities are supposed to exceed DWI changes
resulting in a perfusion–diffusion mismatch [37–39].
In fact, a perfusion–diffusion mismatch is typical
for the acute situation in an occlusion of a cerebral
artery stem, while in an occlusion of a distal branch
of a cerebral artery, the perfusion deficit area
typically matches the DWI abnormality. In addition,
blood oxygen level-dependent (BOLD) imaging can
indicate the oxygen deprivation [40]. Nevertheless,
these measures are affected by the dynamic growth of
the DWI lesion volume and the regression of the perfu-
sion deficit in relation to spontaneous or pharmaco-
logically induced thrombus dissolution. Typically,
the dynamic changes result in a spatial match of the
perfusion deficit and the DWI lesion after 24 h [41].

Importantly, there is a close relationship between
the volume of critically reduced cerebral perfusion and
the neurological deficit [37,42]. It was found that in the
first 3 h after symptom onset the most important

Figure 9.1 Perfusion–diffusion mismatch
in acute MCA stroke before treatment
onset. In a voxel-by-voxel analysis the area
with a PWI delay (a) exceeded the area of
DWI abnormality (b). The DWI changes
involved the insula cortex and the adjacent
hemispheric white matter [63]. (c)
Volumetric data showed that the patients
who showed recanalization (“Recanal”)
upon thrombolysis had smaller PWI (black
columns) and DWI (hatched columns)
lesion volumes than patients in whom
thrombolysis failed (“No Recanal”).
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factor determining stroke evolution following the
acute event is the volume of severe ischemia as assessed
with perfusion imaging [43,44]. In fact, a perfusion
delay of 6 s relative to the non-affected hemisphere
before stroke treatment initiation predicted the
T2-lesion volume on day 8, irrespective of the treat-
ment regimen. In contrast, neither the extent of the
pretreatment DWI abnormalities nor the magnitude
of the apparent diffusion coefficient were predictive or
discriminating. This was probably due to the fact that
DWI changes require longer than 3 h to develop.
Moreover, it became evident that the abnormalities
indicated by perfusion imaging before treatment
onset were larger in patients lacking recanalization
than in those with successful recanalization following
thrombolysis [43]. Figure 9.1 shows, in addition, that
the brain infarcts as visualized by MRI approximately
1 week after the stroke were larger in failed recanaliza-
tion than in successful recanalization. Apparently,
good leptomeningeal collaterals in addition to early
recanalization of a middle cerebral arterial occlusion
critically increase the chance of limited infarct growth
and a favorable clinical outcome [45–47]. Importantly,
survival of brain regions within brain areas of low
perfusion can influence subsequent functional reor-
ganization [48].

Altogether, the new recanalization strategies in
acute stroke treatment have improved the prognosis
of ischemic stroke for many patients and opened new
windows for understanding the impact of focal ische-
mia on the resulting neurological deficit and the pros-
pects of post-stroke recovery. Notably, the residual
stroke lesion and the accompanying physiological
changes deserve consideration, as they are critical for
post-stroke recovery.

Types of stroke
It is well known that human stroke may affect each of
the cerebral arteries, giving rise to different neurolog-
ical deficit patterns that result from the brain areas
affected. The pathogenesis of brain infarcts can vary
substantially, for example, resulting from causes as
diverse as a large artery embolism or hyalinosis of an
arteriole [49,50]. Some patterns are instructive. For
example, typically, infarcts in the territory of the pos-
terior cerebral artery are embolic in origin and com-
prise the entire supply area of the affected artery [51].
In contrast, infarcts in the anterior cerebral artery
typically are of atherosclerotic origin and more varia-
ble in lesion pattern and neurological deficit [52]. The

situation is more complicated in the middle cerebral
artery (MCA) territory given the wide arborization of
the artery, the large territory supplied by the artery,
and the net-like anastomoses of the downstream arte-
rial branches with the leptomeningeal arteries. Thus,
an arterial obstruction in the MCA may have different
consequences for the neurological deficit and infarct
manifestation depending on the site of the occlusion
[53]. This becomes even more diversified when one
takes into account modern stroke therapy that aims at
establishing rapid cerebral reperfusion [54,55].

In view of these complex spatiotemporal develop-
ments in MCA stroke, a refined schematic classifica-
tion of stroke types is proposed building on the
classification by Donnan and collaborators which orig-
inally was based on radiological findings [50]. This
classification attains particular importance in the cur-
rent context because type of stroke injury can influence
features of post-stroke brain reorganization and repair.

Type I stroke
In this category, we deal with circumscribed territorial
infarcts (Table 9.1). Depending on their size, either a
distal or a more proximal branch of theMCA becomes
occluded, giving rise to either small infarcts entirely
limited to the cerebral cortex, or larger infarcts involv-
ing the cerebral cortex and the underlying white mat-
ter [56]. Typically, small emboli dissolve rapidly
allowing for early reperfusion, while larger emboli
tend to resist spontaneous or pharmacologically
induced fibrinolysis [57,58]. Consequently, proximal
branch occlusions may result in more long-standing
ischemia and, thus, larger territorial brain infarctions
typically affecting the cerebral white matter in addition
to the cerebral cortex. Notably, small cortical infarc-
tions may become apparent with mild or rapidly
improving neurological symptoms [59], while larger
cortical and cortico-subcortical infarcts may require
2–6 weeks for complete clinical recovery. Usually, such
small territorial infarcts do not destroy the entire
cortical respresentation area, nor the descending
motor cortical output tract completely [60–62]. This
leaves sufficient space for perilesional reorganization,
as will be discussed below (also see Figure 9.2).

Type II stroke
This stroke type refers to infarcts affecting either large
parts of or the entire striatocapsular region. They
result from an embolic occlusion of the MCA stem
(Table 9.1). In MCA stroke the perfusion is mainly
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reduced in the central portion of the MCA territory
including the basal ganglia, insular cortex, and hemi-
spheric white matter [63]. If reperfusion is achieved
early, only the deep perforating arteries and the
arteries that supply the insular cortex remain critically
affected by ischemia-causing infarcts that are limited
to the lentiform nucleus and insula (Figure 9.3). Such
infarcts are more limited in impact, and thus afford a
profound regression of the initial neurological deficit
and marked recovery over the following weeks [64].
On the contrary, in the case of delayed or missing
reperfusion of the MCA, the infarct becomes
larger, also involving the adjacent periventricular
white matter, in addition to the striatum and insula
(Figure 9.3). This becomes an issue of great prognostic
importance in patients with multiple vascular risk
factors, since such patients often have widespread

Table 9.1 Pathogenesis of cerebral stroke subtypes

Type Infarct location Size Pathogenesis Reperfusion

I Territorial Embolism into cerebral artery
branch

I.1 Cortical Small Distal branch Early

I.2 Cortico-subcortical Medium Proximal branch No or delayed

II Striatocapsular Embolism into MCA stem

II.1 +/– Insula Medium Infarct core Early

II.2 + Periventricular white matter Large Complete infarct No or delayed

III Lacunar hyalinosis of arterioles No or delayed

III.1 Fiber tracts

III.2 Internal capsule (anterior choroidal artery)

III.3 Basal ganglia, lateral thalamus

III.4 Medial and anterior thalamus (perforating branches
of posterior cerebral artery)

IV Chronic hemodynamic deficit +
downstream emboli

IV.1 Cortico-subcortical Medium Extracranial artery disease No or delayed

Intracranial large artery disease Reactive

Vasodilatation

IV.2 Arterial border zone Medium (Arterial dissection,
arteriosclerosis)

Understanding the pathogenesis of cerebral injury from stroke may be important to understanding and treating post-stroke brain repair.

PWI DWI Activation

Figure 9.2 Reactivation of ischemic cortex in early post-stroke
recovery. Coregistration of acute PWI, acute DWI, and subacute fMRI
activation data related to sequential finger movements of the
affected/recovered hand. Note that activation of sensorimotor cortex
in the affected hemisphere is in a region of previous perfusion–
diffusion mismatch [48].
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atherosclerotic changes, such as large artery stenosis
as well as poor leptomeningeal collaterals. Such
patients experience particularly severe strokes with
large areas of severely diminished perfusion and sub-
sequent extensive brain damage, as well as limited
recovery [43,65,66]. In fact, in addition to an acute
MCA or ICA occlusion, the ischemic event appeared
to result from widespread arterial changes such as
vessel stenosis or occlusion in multiple cerebral
arteries [43]. These observations suggest that the
acute macrovascular occlusion of the MCA causing
the acute neurological stroke syndrome can induce a
particularly devastating perfusion deficit when a com-
pensatory redistribution of arterial blood along collat-
erals is impaired. In accordance with this assumption,
earlier findings with transcranial Doppler sonography
[67], angiography [68], and positron emission tomog-
raphy (PET) measurements of oxygen extraction [69]
showed the importance of viable collaterals in the
circle of Willis for a beneficial outcome after ischemia.
Recently, the importance of viable collaterals was
also shown for intra-arterial thrombolysis [70].
Nevertheless, using statistical parametric mapping,
it was shown that in patients with more severe cerebral
infarction, the hemispheric white matter is broadly

affected, likely resulting in cortico-cortical and
cortico-subcortical disconnections [63]. On this basis,
white matter involvement is supposed to be the cause of
neuropsychological disorders such as hemispatial
neglect and conduction aphasia [71,72] (see Chapters
12 and 13). The larger injury of type II strokes means
greater behavioral deficit, and less available tissue to
contribute to post-stroke reorganization, compounded
by disconnection due to white matter injury.

Type III stroke
These strokes result from a pathological change in the
small cerebral arteries or even arterioles resulting
in small-sized infarcts in the lacunar dimension
(Table 9.1). They typically occur in the anterior cho-
roidal artery, the deep perforating lenticular MCA
branches, and thalamic branches of the posterior cer-
ebral artery [73,74]. However, such lacunar infarcts
may occur similarly also in brainstem structures and
the pons. Typically, these strokes proceed to a com-
pleted infarct lesion, although of small spatial dimen-
sion. They result from local thrombosis subsequent to
severe hyalinoid or microatheroma abnormalities of
the small cerebral arteries in patients who tend to have
poorly controlled arterial hypertension, diabetes mel-
litus, and hyperlipidemia [73–75]. Due to their strate-
gic location, type III strokes are small in volume but
large in behavioral impact. These strokes result in
well-defined lacunar deficit syndromes including
pure motor or pure sensory stroke. Accordingly, an
occlusion of these arteries results in infarcts affecting
subcortical gray and white matter structures including
the internal capsule, the basal ganglia, and thalamus.
When the posterior limb of the internal capsule is
affected, loss of motor-evoked potentials and asymme-
try of water diffusivity typically predict poor recovery
[60,76]. Cortical reorganization has been extensively
described with lacunar strokes andmight contribute to
a patient’s recovery (see below).

Type IV strokes
These strokes occur in patients with long-standing
cerebrovascular disease and chronic occlusion of
extracranial cerebral arteries, and consist of embolic
insults as well as hemodynamic border zone infarcts
(Table 9.1). However, they may also occur in younger
patients who suffer from dissection of the extracranial
artery. In these patients, blood flow depression induces
a reactive vasodilatation of the intracranial arteries.

Figure 9.3 Strategic lesions in patients with MCA stem infarctions
subjected to systemic thrombolysis. Upper row: The lesions were
small and scattered in the patients who enjoyed rapid reperfusion.
The area of maximal overlap was the middle portion of the
periventricular white matter. Lower row: In the patients who showed
delayed or no recanalization, the infarct lesions were larger, resulting
in a large area of overlap in the insular cortex and the hemispheric
white matter including the periventricular white matter. Displayed
are axial Talairach stereotaxic space slices that are +16 and +24mm
dorsal to the intercommissural line.
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This results in a sufficient supply with blood in the
downstream cerebral artery territory, although the
velocity of blood flow in the brain is reduced.
Specifically, it was found that such patients exhibit a
severe delay of brain perfusion, but have a normal
cerebral blood volume corresponding to intact vascular
autoregulation, and a normal neurological investig-
ation [77,78]. In moyamoya disease, characterized by
an intracranial occlusion of the carotid artery, small
cerebral arteries proliferate, giving the angiographic
finding that gives the name to the disease. These
patients may become symptomatic upon progressive
carotid artery occlusion, or when an embolus forms
distally to the chronic arterial occlusion and obstructs a
downstream cerebral artery. Again, the interval until
successful reperfusion determines the severity of the
neurological deficit, the subsequent infarct volume,
and the capacity for recovery [79]. Less is known
regarding how abnormalities of brain perfusion per se
influence post-stroke brain reorganization and repair.

Origin and composition of arterial
emboli
Arterial emboli typically consist of blood cells, plate-
lets, and fibrin bonds between them. They may origi-
nate from arteriosclerotic plaques in the extracranial
cerebral arteries, in particular from the bifurcation
area of the carotid artery. Also, they may be of cardiac
origin as in atrial fibrillation or patent foramen ovale.
Thrombolysis using recombinant tissue plasminogen
activator (rtPA) aims to dissolve the fibrin bonds
between the platelets. In fact, early reopening of
occluded arteries is supposed to be brought about by
this action [23,24]. However, it is important to realize
that platelets have become activated by thrombus for-
mation being prone to ongoing fibrinogen binding,
which may be the cause for secondary vessel occlusion
after initial successful thrombolysis [80]. Here, antag-
onists against platelet glycoprotein receptors have
been observed to be beneficial, as they antagonize
activated platelets and are able to keep the re-opened
cerebral arteries patent [81].

Nevertheless, thrombolysis may fail altogether,
which is frequently the case after cardiac emboli.
Recently, it was found that thrombo-emboli in acute
stroke may contain endothelial components and calci-
fications [32]. Also, emboli removed from acutely
occluded cerebral arteries by endovascular catheters
were found to consist of old thrombotic material cor-
responding to a so-called organized thrombus. In such

a situation, fibrin is no longer soluble, which precludes
successful thrombolysis with rtPA. In vivo this
becomes manifest by the so-called “dense artery sign”
in CT scanning which, in some patients, can be
detected over a couple of days despite acute stroke
treatment. In consequence, such a patient may develop
a full-blown infarction of stroke type II, which may
turn into a malignant brain infarct requiring hemi-
craniectomy as a life-saving intervention [82].

Neuroprotective agents
The development of a cerebral infarct is a highly
dynamic process that is the expression of a cascade of
biochemical events initiated by the ischemic event [8].
Evidence from MRI shows that the area of the perf-
usion deficit generally exceeds the manifest stroke
lesion as defined in DWI within the first hours after
stroke onset [37,64,83]. Accordingly, there seems to be
a great opportunity for the action of neuroprotective
agents in the early period after stroke onset. Over the
last 30 years, countless experimental studies have been
performed for the purpose of identifying suitable neu-
roprotective agents. However, none has yet proven to
be effective in human stroke patients [84,85].

As a neuroprotective action, hypothermia has been
advocated to reduce hypoxic brain damage and infarct
growth and, thus, improve clinical outcome after
stroke [86–88]. This complicated medical procedure
is now being investigated in a multicenter trial [89].

The reasons for overall failure of neuroprotective
strategies are probably multifold and include inad-
equate experimental design, small sample size, lack of
blinding of the experimenters, and use of young rather
than aged animals. Proper experimentation in animal
models according to guidelines used in clinical trials
has been proposed as a further means to identify sub-
stances that may work in human stroke in the future.
The limited progress of neuroprotective agents in
human stroke emphasizes the potential importance
of examining parallel interventions, such as those
related to brain repair.

Reperfusion injury
A critical issue is whether early reperfusion induces a
secondary reperfusion injury. In analogy to animal
experiments, reperfusion injury was supposed to result
in an enlargement of the infarct volume due to a
number of secondary processes. Such processes may
include oxygen radical formation, hyperglycemia, leu-
kocyte infiltration, cortical spreading depression,
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platelet and complement activation, post-ischemic
hyperperfusion, and breakdown of the blood–brain
barrier [9,90,91]. Conversely, chaperones have been
found to exert a protective action on brain tissue
following post-ischemic reperfusion [92]. It is impor-
tant to note, however, that the final infarct volume is
typically predicted by the volume of the initial depri-
vation of perfusion [43,93]. Specifically, these studies
showed that the resulting infarct volume occupied the
total initial perfusion deficit in permanent MCA
occlusion, particularly when there was a persistent
carotid artery occlusion. Again, in such a situation
the ischemic event may lead to the life-threatening
condition of a malignant MCA infarct.

Nevertheless, in successful early recanalization
there is a considerable local heterogeneity of lesion
evolution. While there is evidence for the no-reflow
phenomenon [94], recent evidence from DWI shows
that portions of the ischemic area may show a pro-
longed abnormality of diffusion for many weeks,
which might suggest regions with prolonged ischemia
[95]. Since such long-standing DWI lesions were
found preferentially in the hemispheric white matter,
they may have become manifest by chronic hemody-
namic compromise subsequent to cerebral artery
occlusion.

Furthermore, there are a few patients with MCA
stem occlusions and rapid recanalization who develop
secondary hemorrhages within the ischemic territory.
Probably, such patients have suffered severe damage to
the cerebral arteries in the ischemic area which ren-
dered the vascular endothelium particularly vulnerable
for reperfusion injury, leading to increased blood cell
penetration upon recanalization [96,97]. Importantly,
these secondary hemorrhages are relatively limited and
occur preferentially in the infarct core.

These factors, and their variation across patients,
attain increased significance given the potential con-
tribution of inflammation to brain repair, as noted
below.

Post-ischemic inflammatory
infiltration
Inflammation might be a key trigger of many of the
brain repair processes [98,99]. Thus, many of the
inflammatory processes that contribute to injury
early after stroke can contribute to repair days later.
A better understanding of these inflammatory events
in humans might therefore be of value to advancing
brain repair therapeutics.

One inflammatory process that has been studied in
humans is the early phase of macrophage brain activity
post-stroke. Approximately 6 days after a cerebral
infarction, lymphocytes and macrophages have been
shown by MRI to accumulate in a perivascular distri-
bution in infarcted brain tissue. These cells were
labeled by uptake of iron by macrophages after intra-
venous injection [100–102]. A similar approach
employed tracers against the peripheral GABA recep-
tor which is located on macrophages using PET for
imaging the distribution of inflammatory infiltrates
[103]. Neuropathology has assumed that these infil-
trating cells mediate the removal of post-ischemic
debris. Interestingly, such cells were also found in
remote locations corresponding to the notion of
post-ischemic nerve fiber degeneration [104].
Recently, however, it was observed that the areas
with inflammatory infiltration are heterogeneously
distributed within the infarct area (Figure 9.4). It was
speculated that due to their immunological compe-
tence these cells augment the infarct lesion. This raises
the interesting hypothesis that immunosuppression

Figure 9.4 Heterogeneity of post-ischemic inflammation in a patient
with a large MCA infarction as evident from (A) CT and (E) T2-MRI due
to a MCA stem occlusion as evident from (F) magnetic resonance
angiography. The infarct was not evident in a (B) T1-MRI and there was
no breakdown of the blood–brain barrier as shown by (D) a lack of
gadolinium enhancement. Note the detection (C) of labeled
macrophages in the striatocapsular compartment (see C and E), which
was at the border of the infarct [102].
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may limit lesion growth in stroke. However, the infil-
trates may also promote repair processes and, thus,
may limit the infarct growth and, thereby, be beneficial
for post-stroke recovery [105]. Thus, the role of
inflammatory infiltration following stroke is still unre-
solved at present.

Changes of functional
representations
Animal experiments have shown that there is synaptic
plasticity related to spontaneous recovery after stroke
when animals are kept in an enriched environment or
subjected to dedicated training [19,22] (see also
Chapters 2, 3, and 5). These plastic changes have
been shown to result in structural changes such as
growing of axons and formation of new synapses.
These changes occur in the perilesional vicinity and
in remote locations in functionally related areas in the
affected and contralesional non-affected hemisphere
[19,20]. At the molecular level, there are changes in
the expression of glutamate and GABA as well as of
neurotrophic mediators [106–108]. Notably, Heiss
and collaborators were able to show in the human
that the expression of the GABA benzodiazepine
receptor is downregulated in ischemic brain tissue,
suggesting extensive neuronal damage [109].

Functional imaging studies
Most functional imaging studies of cerebral changes
related to recovery of motor functions, speech, and
attention were performed in the chronic stage many
weeks after the infarction [see Chapter 11]. Since there
is a variable amount of spontaneous recovery in the
acute and subacute stage after stroke which levels out
after about 6 months after stroke [34,110], the major-
ity of studies focused on the chronic stage to inves-
tigate the effect of rehabilitative training.

Patients with small cortical lesions typically show
a fast recovery of their initial neurological deficits,
often with complete return of function. This early
recovery steadily evolves over weeks, leveling out
over the subsequent months [34,110,111]. Notably
in the first 4 weeks there is a perilesional activation
in such patients which seems to be localized in the
vicinity of the infarct lesion such that it harbors
those portions of the motor cortical area that are
not affected [112]. On longer follow-up of some
2 years it was possible to show that cortical activa-
tions related to finger movements moved into a

more dorsal location [113,114]. Recently, it was
shown by transcranial magnetic stimulation (TMS)
that the spots of activation moved in the direction
of maximal cortical disinhibition [115]. In large
ischemic lesions, salvage of brain tissue by rapid
recanalization of the supplying artery and reperfu-
sion are the most important determinants of early
recovery. In such instances the former functional
representation can become reactivated within the
former perfusion deficit area, which can support
neurological recovery [48]. Thus, an area of ische-
mia has the potential to harbor a large hemispheric
stroke lesion (type II stroke), but can alter its
appearance with early and sufficient recanalization
and, thereby, be reduced to a focal cortical
stroke (type I stroke), which can support recovery.
Most likely, patients with such extensive areas of
hypoperfusion suffer from a transient electrical–
hemodynamic decoupling which was shown to
occur in the subacute phase after stroke. In fact,
in such patients clinical recovery began to occur in
parallel with elicitation of motor-evoked potentials
(MEPs), while a hemodynamic response related to
brain activation was absent in the hemodynamically
affected cortex [112].

Patients who recover from an infarct lesion tend to
show a progressively normal activation pattern
[116,117]. Nevertheless, even well-recovered patients
often show a bilateral activation pattern after stroke
[118,119]. In some patients with limited restitution of
the affected muscles, as evidenced from an abnormal
electromyographic activity pattern, the bilateral acti-
vation pattern was shown to be due to associated
movements of the non-affected hand involving the
intact motor cortex in the contralesional hemisphere
(Figure 9.5). However, well-recovered patients also can
show contralesional activations which were not
present in healthy subjects performing the samemove-
ments. These abnormal activities involved premotor
and motor cortical areas, and probably relate to motor
learning (Figure 9.5). The latter has been interpreted to
reflect active inhibition of the intact motor cortex,
which is more excitable than normally [119]. The
enhanced cortical excitability is probably the cause
for the mirror movements frequently observed ini-
tially after stroke [120]. Apart from local activations,
network types of fMRI data analysis can reveal abnor-
malities in the intra- and interhemispheric coupling
between cortical areas. With such an approach it was
shown that the coupling of the ipsilesional SMA and
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contralesional MI was reduced after striatocapsular
stroke, which correlated with impaired bimanual
performance [121].

Transcranial magnetic stimulation
Transcranial magnetic stimulation (TMS) allows stim-
ulation of the brain to study physiological properties
of neural populations. There are different approaches
to using TMS for elucidating abnormalities of
the motor cortical output system after stroke.
Typically single-pulse TMS is used to investigate the
integrity of the motor cortex and the corticospinal
tract. It was shown that the presence of MEPs and
somatosensory evoked potentials predicts recovery
[122]. Specifically, normal MEPs at 1 day after stroke
predicted good recovery, reducedMEPs indicated pro-
longed recovery lasting for up to a year, while lacking
MEPs indicated poor recovery [76,123].

Following the electrophysiologic period of an
MEP, there is electrical silence in the stimulated
muscle, which has been termed the silent period, and
is considered related to inhibitory tone. If cortical
areas projecting to the motor cortex are damaged by

ischemia, an enhanced duration of the silent period as
an expression of inhibition was observed. Such an
enhanced inhibition was shown to occur after exten-
sive ischemia of premotor or parietal cortex resulting
in hemiparesis [124,125]. This inhibition regressed in
parallel to the spontaneous clinical recovery in the
subsequent weeks. These observations are supported
by experimental studies in rats showing that transient
ischemia impairs synaptic transmission, while the
direct wave of the MEPs and the early potential of
the somatosensory-evoked potentials promptly recov-
ered [126]. Conversely, disinhibition occurs after cir-
cumscribed infarction of motor cortex as was
demonstrated by a shortened silent period following
the MEP [124,127]. In such patients, paired TMS
revealed disinhibition of the cerebral cortex and was
associated with rapid clinical recovery [128].

Using paired-pulse TMS, intracortical inhibition
as probably mediated by GABAergic neurotransmis-
sion can be investigated. It was found that within the
first 7 days after a brain infarct there is an enhanced
cortical excitability in the cortex adjacent to the brain
lesion but also in the contralateral hemisphere
[129–131]. Notably, the enhanced perilesional excit-
ability was secondary to the infarct lesion and not due
to an abnormality of interhemispheric inhibition,
while the lesion-induced enhanced excitability was
also transmitted to the intact motor cortex in the
contralesional hemisphere [132]. Interestingly, the
enhanced excitability decreased in the contralesional
hemisphere in the patients who showed a good recov-
ery within the 90 days, while it persisted in those
patients with poor recovery [129,132]. The enhanced
cortical excitability probably corresponded to the
changed pattern of the GABA receptor in the peri-
lesional vicinity after experimental ischemia [133].
Further data about the changes of cortical excitability
in relation to recovery in the chronic stage after
stroke are described in Chapter 10. Together,
these insights into changes in functional maps may
link acute injury with elements of brain repair and
reorganization that are important to return of
function.

Early commencement of stroke
rehabilitation
There are numerous reports about rehabilitative
approaches to improve the neurological deficit follow-
ing stroke [134]. However, in the acute phase, data are
largely missing. Typically, a hemiparetic stroke patient

Figure 9.5 Activation pattern in patients with excellent recovery after
stroke. In a patient with associated movements, a bilateral activation
pattern was apparent. Note too the low level of electromyographic
activity in the affected hand of this subject. Without EMG-guided
analysis of the fMRI data, cerebral activation was not apparent (the left
brain slice under “Associated Movements”), but with EMG-guided fMRI
analysis, activation become apparent (the right brain slice). In a patient
with complete recovery, note activation bilaterally in motor cortex and
premotor cortex contralesional to the infarct. Here, the
electromyographic activity (ratio is presented, movement divided by
rest) in the unaffected hand did not increase, and so the EMG ratio was
approximately 1. It was argued that the contralesional fMRI activity was
due to active suppression of output from the non-affected motor
cortex, which is under enhanced excitatory drive due to the cortical
lesion in the opposite hemisphere [119].
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stays in bed, since he/she cannot move by him/herself.
In addition, the early medical situation after stroke is
often so grave that the patients are bedridden. There is,
however, the notion that early mobilization will facil-
itate cerebral reorganization and will enhance the
patient’s insight that he/she can move, counteracting
psychological regression and secondary immobiliza-
tion [135]. There is a large trial ongoing to address this
question and to investigate if very early onset of mobi-
lization and stroke rehabilitation will be beneficial.
Notably, some data suggest that the intensity of the
training in the early weeks following a stroke, rather
than the type of training, appears to be the greatest
determinant of long-term motor improvement [136].
Also, constraint-induced therapy has been shown to
be effective in enhancing recovery after stroke.
Interestingly, these therapeutic approaches result in a
widespread recruitment of motor representations in
the affected hemisphere during the learning period as
observed with fMRI and TMS [137,138]. Based on the
evidence from fMRI and TMS studies, a number of
strategies that capitalize on pathophysiological mech-
anisms have been proposed to promote motor recov-
ery after stroke [122]. These include modulations that
target the altered excitability in the affected and con-
tralesional hemisphere and are applied as cortical
stimulation directly onto the brain or as anaesthesia
of the peripheral nerves [139–142]. Future work needs
to evaluate how the combination of dedicated training
and these external stimulations result in sustained
neurological improvements. It should be noted, how-
ever, that infarct lesions do not only induce sensori-
motor deficits, but are known to induce
neuropsychological disturbances such as aphasia,
apraxia, and neglect depending on the infarct locations
within the brain. In addition, cortical and cortico-
subcortical infarcts can induce dementia [143].
Particularly with respect to these post-stroke cognitive
impairments, it is unclear whether repetitive or cogni-
tive training approaches based on motor imagery are
useful in the acute phase after stroke.
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10 Changes in cortical excitability and
interhemispheric interactions
after stroke
P. Talelli, O. Swayne & J. C. Rothwell

Animal models of stroke have provided essential
insights into the neural mechanisms that contribute
to recovery of function. These involve not only synap-
tic plasticity but also growth of new connections
within and between cortical areas. Recent work in
humans has been directed to developing non-invasive
methods of testing whether similar changes occur in
patients after stroke. If successful, they would give us
methods of following changes in neural organization
during recovery and of using this knowledge to guide
treatment. Tools presently available for this include
functional brain imaging, electroencephalography,
magnetoencephalography, and transcranial magnetic
stimulation (TMS). This chapter will focus on knowl-
edge obtained from TMS measures of cortical excit-
ability in the hemisphere damaged by stroke as well as
in the non-stroke hemisphere. We concentrate on
motor function, since this forms the basis of the
majority of studies in this area, and since this is
among the most commonly affected domains of
behavior affected by stroke.

Using TMS to quantify the damage
resulting from a stroke
Single pulses of TMS over the motor cortex evoke
twitches in contralateral muscles of the body that can
be recorded electrophysiologically by placing surface
electrodes over the muscle of interest (motor-evoked
potential, MEP) [1]. A series of basic physiological
studies, including recordings of descending cortico-
spinal activity from electrodes implanted into the spi-
nal epidural space for treatment of chronic pain, have
shown the following sequence of events [2,3]. Each
stimulus activates the axons of interneurons in the
cortex that in turn have excitatory synapses onto

corticospinal pyramidal cells. When these discharge,
the action potential travels in rapidly conducting
corticospinal projections to the spinal cord where
there are monosynaptic connections onto spinal
motoneurons. Discharge of the latter leads to the
MEP. In resting subjects, a single descending volley
in the corticospinal tract fails to discharge any spinal
motoneurons because the synaptic depolarization is
insufficient to bring the neural membrane to thresh-
old. However, a single TMS pulse to the cortex actually
results in repetitive discharge of corticospinal neurons
at high frequency (600Hz: I-waves) due to reverber-
ation of activity in intracortical circuits. Receipt of two
or more of these descending volleys brings resting
spinal motoneurons to threshold.

Given this sequence of events, it is evident that
MEPs ought to be able to provide some estimate of
the functional integrity of the corticospinal tract after
stroke [4]. However, it should also be clear that since
MEPs rely on a rather complex sequence of events,
involving not only corticospinal conduction but also
synaptic transmission at cortex and cord, the interpre-
tation of changes can sometimes be complex.

Two main measures have been used to quantify
corticospinal function after stroke: (a) the motor
threshold (MT) for generating an MEP response, and
(b) the relationship between the intensity of the TMS
at suprathreshold levels and the amplitude of the
evoked MEP. When the TMS intensity is increased
gradually, in steps commonly expressed as percentage
of the MT, an input–output (I/O) curve can be gen-
erated. In practice, many researchers have measured
the MEP amplitude at a single point of the I/O curve.
As detailed below, threshold depends on the excitabil-
ity of cortical axons and synapses [5], whereas the
slope of the I/O curve depends on the distribution of
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excitability in the corticospinal projection as well as
the total number of available fibers in that connection
[6]. A more detailed description of the principles of
TMS appears in this chapter’s Appendix.

Three main factors can change the threshold, for
stimulation, and the contribution of each will depend
on the lesion location and load. (1) Changes in the ionic
composition of extracellular fluid: at a cortical level,
these can increase the threshold for activating axons; in
capsular strokes they may reduce or block conduction
in corticospinal axons. These effects should resolve
relatively quickly after the stroke [7]. (2) Altered excit-
ability of synaptic connections at both cortex and
spinal cord: in the cortex, there may be disconnection
from peripheral afferent inputs in the case of a
subcortical lesion, and also from cortico-cortical inputs
in the case of pure cortical strokes. In both cases, this
will affect the excitability of postsynaptic neurons and
increase thresholds. At the spinal cord, loss of any tonic
descending facilitation will also reduce spinal moto-
neuron excitability and again increase thresholds.
(3) Related to both these considerations is the fact
that multiple descending volleys are necessary to acti-
vate spinal motoneurons, especially with the target
muscle at rest. The system may fail to produce these
because of changes in the excitability of intracortical
circuits or in the membrane properties of corticospinal
neurons. In addition, any compromise of axonal con-
duction in the internal capsule may cause conduction
block of repetitive transmission to the cord.

Similarly, the amplitude of the MEP may be
reduced for a number of reasons. One possibility is
that there are not enough working connections avail-
able to generate the full response to a standard supra-
threshold TMS pulse. Indeed, failure to produce
repetitive firing and dysynchronization of the
descending impulses at the spinal level could also
result in smaller multiphasic MEPs commonly seen
in stroke patients. In theory, however, the same could
be seen if the remaining connections were adequate in
numbers but the distribution of excitability was
skewed towards higher values. In this situation,
threshold measurements could even remain relatively
normal, but typical increments in stimulation inten-
sity might not be enough to recruit additional fibers. In
this case the slope of the I/O curve would be reduced. If
the stimulator’s output was enough to activate all the
available connections, the plateau of the curve, i.e. the
maximum available output, should not be affected. On
the contrary, a critical reduction in the number of

fibers would additionally affect the plateau level.
Obviously, the plateau level is a major determinant
of the gradient of the curve, thus such interpretations
are really informative when a plateau has been
reached. Finally, as with threshold assessments, I/O
curves are subject to excitability changes in the spinal
cord. In most instances, mainly in terms of threshold
and MEP amplitude, both active and resting measures
show similar trends, which suggests that the cause of
the abnormalities cannot be placed solely at spinal
level [8–12]. Additional support comes from studying
spinal reflex arcs, such as H-reflexes and F-waves,
which do not appear to be changed, at least within
the first few months after the stroke [13,14].

Given the complexity of the events following a
TMS pulse, it is not surprising that the results reported
in the literature have been relatively variable (see
Talelli et al. for review [4]). As a general rule, TMS
often fails to elicit responses in the affected hand
muscles [8,11,13,15–20]. When responses are present,
increased threshold and reduced MEP amplitudes can
be expected. The slope of the I/O curves has been also
shown to be reduced [21]. In most instances, measures
improve with time after stroke, tending to reach a
plateau after about 3–6 months, paralleling the usual
time course of improvement of motor symptoms
[9,12,14,21,22]. Often this improvement is incomplete
and abnormal TMS values persist in the chronic stage
even when clinical recovery is good [23–25].

There are, however, interesting details that may be
explicable given the complex mechanisms of the MEP
outlined above. For example, some researchers have
found that patients with cortical lesions may have
relatively normal thresholds as early as the first
post-stroke day [20], although the amplitude of the
MEP was significantly reduced. This could suggest a
patchy ischemia pattern sparing some of the
low-threshold connections that are preferentially acti-
vated by TMS. In fact increased extracellular K+ con-
centration could even tend to depolarize neural
membranes and reduce thresholds. In one study,
repeated measures of active thresholds (AMT) in the
acute post-stroke period revealed an initial tendency
for AMTs to increase before starting to steadily decline
[21]. Whether these variations are relevant to the
long-term evolution in electrophysiology and/or recov-
ery remains unclear. They should, however, be kept in
mind, since threshold calculations are used to deliver
most TMS protocols, both observational, such as I/O
curves, and interventional, such as repetitive TMS.
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Another interesting point is the pattern in which
TMS measures improve over time. Most reports tend
to agree that most of the change is seen within the first
90 days. Thresholds appear to be the first measure to
reach a plateau [14], which can sometimes lie within
the normal range [21]. The amplitude of the MEP and
the gradient of the I/O curve may continue to change
in the next 2–3 months [21]. It also appears more
common for these values to remain abnormal in the
long term [14,20,23–25]. It is possible that the I/O
relationship, depending both on the distribution of
excitability and on the availability of corticospinal
connections, is more difficult to normalize.

An important question that is usually posed by
TMS measures is their relationship to an individual
patient’s clinical status. Early recovery is most prob-
ably related to reperfusion of the ischemic penumbra
and resolution of edema resulting in reinstitution of
connections that have been malfunctioning but not
critically damaged [7] (see also Chapter 9). These
events could also be the cause of the electrophysiolo-
gical amelioration seen within the first few weeks, at
which point the lesion load should be final. Indeed,
many authors suggest that during this stage both
thresholds [19,22] and amplitude of the MEP [14]
show some association with severity of symptoms. In
one report, 56% of the variability in the function of the
affected hand could be explained by either MTs or the
gradient of the I/O curve [21]. Interestingly, the cor-
relation between the slope of I/O curve and clinical
measures became weaker over time. Similarly, corre-
lations between TMS measures and clinical scores in
cross-sectional studies in chronic patients have been
less consistent. Several reasons may contribute to that.
Some of these must relate to the way we measure
clinical recovery. For example, when functional tests
are used, it is possible that what we measure early after
the stroke is “closer” to the core deficits. With time,
patients may perform tasks using compensatory strat-
egies and score higher in clinical tests without neces-
sarily improving their core deficits. Whether these
compensatory phenomena would be reflected in meas-
ures of corticospinal excitability/connectivity is ques-
tionable. On the other hand, clinical tests may be
inadequate to record improvements in the quality of
motor control. This is particularly problematic when
dealing with a group of patients of variable severity.
However, other issues are also worthy of considera-
tion. For example, a gradually weakening correlation
between I/O curves and clinical scores could suggest

that these measures are not adequate to quantify long-
term improvements in corticospinal connectivity, or
that other mechanisms or pathways may gradually
become more relevant to the recovery process. These
possibilities are discussed below.

Using TMS to explore mechanisms
of recovery
As detailed in other chapters, animal models of stroke
have providedmany insights into the mechanisms that
may underlie the improvement in motor function
commonly seen after stroke. While it is not possible
to obtain the equivalent information in human
patients, non-invasive techniques have recently
begun to make a positive contribution by allowing
aspects of cortical physiology to be measured in real
time during the recovery phase. As described above,
single-pulse TMS can be used to assess the excitability
of the corticospinal projection. Using pairs of pulses
separated by a few milliseconds, information can also
be gained about the activity in regulatory intracortical
circuits within the motor cortex (see Table 10.1 for
details) – the use of a second coil can even allow the
functional connections between two separate regions
to be tested. If such parameters can be related to
clinical measures in groups of patients, then conclu-
sions can be drawn about the relevance of physiolog-
ical changes for recovery.

The affected hemisphere
There is evidence from animal models that changes
occur in cortical motormaps – the areas of cortex from
which movements may be evoked – in the regions
surrounding but not directly involved in an area of
cortical infarction. It seems reasonable that such a
process may prove helpful to recovery, either by
recruiting adjacent intact cortex (in the case of a cort-
ical lesion) or by providing access to an intact cortico-
spinal outflow tract (in the case of a subcortical lesion).
In support of this, cross-sectional and longitudinal
TMS mapping studies in conscious stroke patients
comparing the motor hand representations of the
affected and unaffected hemispheres have shown that
the “center of gravity” of such representations may
shift in the ipsilesional side often by several centi-
meters [20,26]. These shifts are not usually present
early after the stroke, suggesting that they may occur
by means of a gradual cortical process similar to that
seen in non-human primates [20,23,25–27]. Some
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have suggested that the greatest shifts tend to be seen
after dense subcortical strokes, which often disconnect
a significant area of cortex [9]. Although results have
been variable, a positive correlation has been reported
between the magnitude of map shift and motor recov-
ery in a group of patients with intact corticospinal
excitability [28], suggesting that such a phenomenon
may represent a constructive adaptive response to
injury.

How do such changes in motor representations
occur? Animal studies have pointed to the importance
of horizontal cortical connecting fibers as potential
candidates. There is evidence that cortical reorganiza-
tion depends on the removal of GABAergic intracort-
ical inhibition, being enhanced or blocked by GABA
antagonists or agonists, respectively. A form of intra-
cortical inhibition (short-interval intracortical inhib-
ition, SICI) which is GABA-dependent can readily be
measured using paired pulse TMS, and is known to be
reduced in the context of normal motor learning,
which is widely used as an analogy for recovery follow-
ing stroke [29]. A number of studies have therefore

investigated whether such a release from GABAergic
inhibition may play a role in allowing the reorganiza-
tion of motor representations after stroke.

Reduced SICI in the affected hemisphere has been
widely reported in the acute period after stroke
[10,13,30] and in some investigations in the chronic
stage [31]. The spatial distribution of SICI might
influence patterns of shift in the centre of gravity that
arise with treatment-induced plasticity [32]. A reduc-
tion in a second form of GABAergic inhibition, termed
long-interval intracortical inhibition (LICI), has also
been described after stroke [21], while intracortical
facilitation (a possible glutamatergic phenomenon)
has been consistently reported as being normal. The
presence of clear disinhibition would be consistent
with reduced GABAergic activity and would favor reor-
ganization according to animal models. However, with-
out more invasive tests, it is not possible to be certain
whether this represents a constructive “response” to
injury or an epiphenomenon. Finally, when interpret-
ing the results of paired-pulse TMS experiments, it is
worth bearing in mind that while certain parameters

Table 10.1 Commonly used TMS techniques: what are they and what do they measure?

Measure Definition and application

Resting and active motor
threshold (RMT/AMT)

The minimum stimulation intensity that can produce a predefined recordable level of EMG response
(motor evoked potential, MEP) in the target muscle at rest (RMT) or during a low-strength active
muscle contraction (AMT).

This is the most basic measure of cortical excitability. It is also used to set the stimulation intensity
for other measures.

Input/output curve (I/O curve) Plots the increase in the amplitude of theMEP (“output”) with increasing stimulation intensity (“input”).
Typically S-shaped, the curve reaches a plateau at 140–160% MT.

Used for detailed assessment of corticospinal output. The plateau level gives information about the
maximum output available; the gradient of the middle, linear part of the curve, on the distribution of
excitability in the corticospinal projections, i.e. how many of the projections available are closer to
threshold.

Short intracortical inhibition (SICI) Paired-pulse stimulation protocol. Measures the reduction of the MEP elicited by a standard
suprathreshold pulse when this is preceded by a subthreshold pulse by 1–4ms.

Assesses the function of mainly GABAA (inhibitory) interneurons that synapse onto pyramidal cells.

Intracortical facilitation (ICF) As with SICI, but using a time between pulses (interstimulus interval) that is longer, i.e. 7–15ms.
Assesses facilitatory interneurons that are thought to be primarily glutamatergic.

Long intracortical inhibition (LICI) As above, but both pulses are suprathreshold and separated by 100–200ms.
Assesses probably GABAB (inhibitory) interneurons that synapse onto pyramidal cells.

Interhemispheric inhibition (IHI) Paired-pulse stimulation protocol. Measures the reduction of the MEP elicited by a standard
suprathreshold pulse when a pulse of similar intensity is given to the contralateral motor cortex
7–40ms earlier.

Assesses the function of callosal projections, but other pathways involving subcortical structures
could also be involved. Both GABAA and GABAB circuits may be implicated.

GABA, gamma amino butyric acid.

10: Changes in cortical excitability and interhemispheric interactions after stroke

106



(SICI, LICI, etc.) are commonly ascribed to specific
intracortical populations, the reality may be more com-
plex. The investigator can simply measure the effect of
the conditioning pulse on the test pulse, which may
reflect the overlapping influences of several neuronal
populations. Recent studies in healthy subjects have
begun to tease out these contributions by using a variety
of intensities and orientations of conditioning and test
pulses, but these have yet to be applied to patient
groups.

The contralesional hemisphere
There has been considerable interest in studying phys-
iological changes in cortical motor areas in the
“intact”, or contralesional, hemisphere. This has
stemmed from the finding of altered contralesional
cortical excitability in animal models of stroke, and
also from the demonstration of increased activity in
contralesional cortical regions during use of the
affected hand using functional imaging in humans.

The unaffected hemisphere is in many ways more
amenable to study by TMS than the affected hemi-
sphere, with motor thresholds that are normal and
stable. Although one group reported abnormally
increased MEP amplitudes early on after stroke [20],
it is now generally accepted that corticospinal excit-
ability probably remains within normal limits. Some
groups [33,34] reported a higher than normal proba-
bility of evoking an ipsilateral (uncrossed) MEP from
the unaffected hemisphere in the affected limb, but this
phenomenon was only seen in severely affected
patients, and it is not thought that uncrossed projec-
tions play any significant role in recovery of hand
function. However, the situation may be different in
more proximal muscles; for example, recovery of swal-
lowing in dysphagic patients after hemispheric stroke
appears to rely mostly on expansion of control from
the unaffected hemisphere.

As with other TMS measures, investigations of
GABAergic inhibition in the unaffected hemisphere
have yielded a variety of results with the majority of
reports finding normal or reduced inhibition.
Interestingly, the situation may change over time. In
one longitudinal study, unaffected hemisphere SICI
was measured at two early time points; only patients
who recovered well showed reduced inhibition sug-
gesting that it may have positive role in promoting
change after damage [13]. A second longitudinal study
showed that clinical correlations with a number of
paired pulse TMS parameters, including SICI in the

unaffected hemisphere, only became strong around
the 3 month time point and weakened again with
time after that [21]. Such a relationship was not
observed when SICI was tested within the first few
weeks [35], or across a wide range of later time points
[31], and it may well be that the clinical relevance of
activity in intracortical circuits changes dynamically
during recovery.

The rise in the correlation of paired-pulse TMS
measures with clinical state seems to occur at the
same time as there is a gradual decline in the correla-
tions with measures of corticospinal excitability in the
affected hemisphere. One interpretation of this is that
function immediately after stroke is limited by the
extent of damage to the original corticospinal projec-
tion. However, over time, disinhibition allows cortical
areas to reorganize in order to maximize function in
the remaining pathways and improve movement. This
would be consistent with functional imaging studies of
motor activation patterns after stroke that show sec-
ondary and contralesional motor cortical regions are
recruited in a “step-wise” manner in the face of
increasing severe disruption of the corticospinal
tract [36].

Interhemispheric interactions
TMS can be used to measure interhemispheric inter-
actions, most commonly between the two motor cor-
tices, by using a paired-pulse interaction delivered via
two coils. At rest, the predominant effect is inhibition,
but prior to movement there is a reduction in inhib-
ition from the inactive to the active hemisphere, which
then becomes facilitatory just before EMG onset. After
stroke, interhemispheric inhibition (IHI) from the
unaffected to the affected hemisphere (UH–AH) is
normal at rest, but that in the other
direction (AH–UH) is thought to be deficient
[37,38]. This is not necessarily due to direct damage
to the transcallosal projections [39], since it is also seen
when the stroke is more caudal. A relationship has
been demonstrated in such patients between reduced
IHI (AH–UH) and loss of SICI within the unaffected
hemisphere, suggesting that the latter may be a result
of transcallosal disinhibition.

The switch to facilitation normally observed just
prior to movement onset does not occur when patients
move their paretic hand (i.e. measuring IHI from UH
to AH) [37]. This is consistent with the hypothesis that
the unaffected hemisphere suppresses excitability of
the affected hemisphere, thus doubly disabling its
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residual motor function. This has led to the idea that
reducing the excitability of the unaffected motor cor-
tex may improve recovery, and has provided the
rationale for a number of therapeutic studies. It has
not been clearly established which hemisphere is
responsible for the failure to “switch off” IHI; it
could reside within the unaffected hemisphere, or it
could equally well result from an abnormality in cir-
cuits mediating IHI within the affected hemisphere. In
favor of the first interpretation, a study of experimen-
tal anesthesia of the healthy arm produced improved
motor function in the paretic arm while also reducing
premovement IHI [40]. However, not all evidence
supports the idea that the non-stroke hemisphere
interferes with function of the damaged side. The
performance of complex movements with the paretic
hand is degraded by a disruptive train of TMS pulses
given to the contralesional primary motor cortex [41],
suggesting a positive contribution from this region. In
summary, the significance of IHI targeting the
lesioned hemisphere after stroke is yet to be resolved.
This question may turn out to be important since
individual differences in the presence of excessive
IHI may determine whether or not interventions that
are designed to reduce contralesional excitability are
successful.

TMS has been used to characterize a number of
inter-regional interactions from non-primary motor
regions targeting the motor cortex in healthy humans,
and their roles in relation to different aspects of move-
ment (see Reis et al. for review [42]). Although a
number of the cortical regions involved in these inter-
actions show greater than normal hemodynamic activ-
ity during hand movement after stroke [43], almost
nothing is known about what role, if any, such activity
may play in recovered motor function. One exception
is the dorsal premotor cortex (PMd), which in healthy
humans is involved in movement selection. Imaging
studies have suggested that, depending on the extent of
damage, either the ipsilesional or contralesional PMd
may be an important contributor to recovered arm
movement following stroke [44]. Two “virtual lesion”
TMS studies have shown that disruption of activity in
this area increases reaction times of the paretic hand in
stroke patients, whereas no effect is seen in healthy
subjects [41,45]. Unpublished data from this group
have also demonstrated a loss or reversal of the normal
inhibitory interhemispheric influence of the contra-
lesional PMd on the primary motor cortex of the
lesioned hemisphere, and have suggested that this

region may help to support recovered function via
such an interaction.

Conclusions
TMS has made it possible for the physiology of the
motor system to be examined in some detail after
stroke, providing information in two broad categories.
First, single-pulse TMS measures have been used to
quantify the damage to the corticospinal tract as
reflected in raised motor thresholds and impaired
MEP. Second, changes in cortical motor maps and
paired-pulse measures of intracortical activity have
provided insights into the mechanisms by which reor-
ganization at the cortical level may assist motor recov-
ery. There has been considerable variability between
studies with respect to the pathophysiological changes
reported. Some of this may relate to methodological
differences, patient heterogeneity, or to the range of
time points after stroke at which such measures have
been made. It is also likely that some of this variability
may reflect physiological differences between individ-
ual patients which are not yet understood. Such
between-patient differences may relate to the degree
of corticospinal disruption, to the location of the
lesion, to genetic factors, or even to other factors
which are not yet clear. A better understanding of
what determines the pattern of physiological changes
is likely to be important if such measurements are to
inform rehabilitation strategies.

Current approaches to rehabilitation usually aim
either to increase the excitability of the primary motor
cortex in the stroke hemisphere or to reduce the excit-
ability of the intact hemisphere, based largely on evi-
dence suggesting an “imbalance” between the
respective contributions of the two hemispheres [46].
The methods by which this has been achieved have
included repetitive TMS, direct current stimulation,
increasing afferent input from the affected limb, or
reducing afferent input from the contralateral limb
[47–50]. These approaches have often proved success-
ful in small patient groups, but it has frequently been
found that patients respond to such interventions to a
variable degree: at present there is no way to predict
who will or will not respond. Given the between-
subject variability of physiological changes seen after
stroke, it seems important to explore methods that
might predict the response to a given therapeutic
intervention and guide the choice of treatment.

The idea of physiological measures guiding treat-
ment strategies in individual patients is not a new one,
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and one might foresee two different approaches. First,
virtual lesion TMS could be used to identify cortical
regions that contribute to movement of the paretic
hand and these regions could be “primed” by techni-
ques such as repetitive TMS prior to physical therapy.
Second, it may be that certain physiological abnormal-
ities are associated with a good response to a given
therapeutic strategy. A number of investigators have
identified physiological changes that occurred in
response to a successful treatment approach, such as
improvements in motor cortical representations [51],
an increase in SICI [51], or a reduction in IHI target-
ing the stroke hemisphere [40]. However, there is so
far little information as to which baseline physiological
abnormalities may predict a good response to treat-
ment [52], and such an approach may only prove
fruitful once the pathophysiological changes are better
understood. To use such information to create rational
rehabilitation strategies in individual patients is the
ultimate aim of this work.

Appendix

Understanding the basic principles
of TMS function
TMS is delivered via a coil held tangentially on the
scalp over the targeted brain area. The coil consists of
an insulated copper wire and is connected to the
stimulator, a capacitor that can generate electrical
currents up to 8000mA in 50 μs. TMS is based on
the principle of electromagnetic induction. The cur-
rent running through the coil induces a perpendicular
magnetic field of 1.5–2.5 Tesla lasting for less than
1ms. The magnetic field is attenuated to a minimal
degree, depending mainly on the thickness of the
scalp and the distance to the brain surface [53]. The
rapidly changing magnetic field in turn induces a
perpendicular electrical field at the brain surface
which runs parallel to the current in the coil, i.e.
tangentially to the brain surface. This current acti-
vates the neuronal axons. Maximal activation occurs
when the axon turns away from the current at
approximately 90°. It is thought that the first elements
to be activated are interneurons [54,55], which in turn
activate the pyramidal cells trans-synaptically.
However, direct activation of pyramidal cells is pos-
sible with higher stimulation intensities [3]. Once the
pyramidal cells fire, the resulting impulses travel
down the corticospinal tract (CST), depolarize the α
spinal motoneurons and a motor-evoked potential

(MEP) can be recorded from the target muscle.
With increasing stimulation intensity more motor
units are activated and the size of the MEP increases,
reaching a plateau at 140–160% of the threshold. It
should be noted that the depolarization of the α
motoneurons depends on the temporal synchroniza-
tion of the descending impulses, which partially
explains why MEPs are so variable, and on the level
of activation of the a motoneurons themselves, which
explains why MEPs are facilitated by pre-activating
the target muscle.

The area and the depth of cortical activation
depend on several parameters whose details are
beyond the scope of this chapter. In short, the area
of activation is smaller – i.e. TMS is more focal –
with figure-of-eight coils compared to circular coils
and with lower stimulation intensities. With this type
of “flat” coil the depth of activation is generally
limited to 2–4 cm below the surface, such that TMS
is thought not to activate subcortical structures
directly. However, with higher intensities and special
“bent” coils, the shape of the induced field can
change and the depth of the activation increase, for
example enough to reach the bottom of the motor
homunculus and elicit responses from the small foot
muscles.

TMS measures of corticospinal excitability
Several TMS measures can be used to assess cortico-
spinal excitability. The motor threshold (MT), defined
as the minimal intensity required to elicit a response
from the target muscle, is thought mainly to reflect the
excitability of the axonal membrane and is markedly
increased by membrane stabilizing drugs, e.g. carba-
mazepine. At suprathreshold intensities the MEP
latency can be recorded; subsequent TMS over the
spinal roots allows the calculation of the central
motor conduction time, simply by deducting the
peripheral latency from the central latency. The MEP
amplitude can also be measured at a standard supra-
threshold intensity, typically defined relative to the
MT. Perhaps a more informative approach is to pro-
duce a recruitment curve (RC) plotting the MEP
amplitude against the stimulating intensity, gradually
increasing from subthreshold to “plateau” intensities.
The maximal MEP recorded can be used as a measure
of the maximal available output, while the gradient of
the RC additionally reflects the relative excitability of
the whole neuronal population: the more neurons are
closer to firing threshold the steeper the curve will be.
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TMS maps may be derived by recording all scalp areas
from which an MEP can be elicited at a standard
suprathreshold intensity; the total map area and/or
volume can be computed, but perhaps the most
reliable measure is the map’s “center of gravity”
(TMS map CoG), which is often close to the the spot
consistently producing the largest MEPs. TMS motor
maps show good spatial accuracy, as evaluated by PET,
fMRI, and direct stimulation of the exposed cortex
[56,57]. Apart from quantifying the available cortico-
spinal output, this method also allows the identifica-
tion of significant shifts in the cortical representation
of the target muscles that may reflect acute or chronic
plastic reorganization.

Most of these TMS parameters are measured with
the target muscle at rest, but for some the target muscle
is slightly pre-activated (e.g. active MTs). When a
standard amount of tonic activation is generated,
some of the αmotoneurons are expected to be at firing
level when the TMS pulse arrives, making such meas-
ures less susceptible to changes in spinal excitability.
Thus the “active” TMS measures are thought to be
better markers of supraspinal excitability; however,
their reliance on voluntary activation makes them
prone to greater variability.

TMS measures of intracortical excitability
and inter-regional interactions
Short-interval intracortical inhibition (SICI) is meas-
ured using a paired-pulse protocol: when a suprathres-
hold (test) pulse is preceded by a subthreshold
(conditioning) pulse given 1–4ms earlier, the resulting
MEP is reduced and the extent of this reduction can be
quantified as SICI. Conversely, intracortical facilita-
tion (ICF) can be measured as the increase seen in the
test MEP when the conditioning pulse is given
7–20ms beforehand. Long-interval intracortical
inhibition (LICI) is seen when the conditioning pulse
is suprathreshold and given 100–200ms beforehand.
These paired-pulse protocols are usually performed at
rest. There is evidence to suggest that each measure
reflects the function of a particular intracortical
circuit. SICI has been strongly associated with
GABAA circuits, cortical silent period (CSP) and
LICI with GABAB, while ICF appears at least partly
to reflect glutamatergic activity.

The use of two TMS coils allows the conditioning
and test pulses to be delivered to separate cortical
regions. Such an approach can be used to test specific
physiological interactions, both cortico-cortical,

between remote cortical regions and the primary
motor cortex, and interhemispheric [42]. The interac-
tion between the two primary motor cortices, as
assessed by TMS, is mainly inhibitory, and it is com-
monly referred to as interhemispheric inhibition
(IHI). This is mostly done with the subject at rest,
but by employing a reaction time paradigm, dynamic
changes in IHI can be demonstrated in relation to the
onset of a voluntary movement. In both intracortical
and inter-regional paired-pulse protocols, the interac-
tions measured depend critically on the intensity of
both the conditioning and the test pulse.
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11Human brain mapping of the motor
system after stroke
Nick S. Ward

Introduction
After stroke, recovery of useful upper-limb function
occurs in only 50% of those with significant early
paresis, leading to dramatically impaired quality of
life and sense of well-being [1,2]. For most patients,
the term “rehabilitation” refers to approaches
designed to improve societal participation and quality
of life. In this sense, rehabilitation is often successful,
but on its own may not take full advantage of the
enormous potential for plastic change in the adult
human brain, even after focal injury [3]. We have
learned much from studying animal models of focal
brain injury, but the tools available for studying the
working human brain are different to those used in
animal models. In human subjects, experiments are
performed at the level of neural systems rather than
single cells or molecules. Both approaches have some-
thing to learn from the other, and it is likely that for a
complete understanding of the way the brain responds
to injury, both will be helpful. This chapter will con-
centrate on the ways that functional brain imaging has
contributed to our understanding of how the brain
responds to injury, and how it might be used in the
future to help improve therapeutic approaches to
stroke patients with persistent impairment.

BOLD signal in cerebrovascular
disease
Most functional imaging studies performed in stroke
patients have used functional magnetic resonance
imaging (fMRI), which relies on the blood oxygen
level-dependent (BOLD) signal. The BOLD signal
relies on the close coupling between blood flow and
metabolism. During an increase in neuronal activa-
tion, the most significant change is an increase in local
cerebral blood flow. Only a small proportion of the

greater amount of oxygen delivered locally to the tis-
sue is used, and so the net result is an increase in the
tissue ratio of oxyhemoglobin and deoxyhemoglobin
in the local capillary bed. The magnetic properties of
hemoglobin depend on its level of oxygenation so that
this change in balance results in an change in local
magnetic field, increasing tissue-derived signal inten-
sity on T2*-weighted MR images [4].

The mechanism of neurovascular coupling is still
unclear, although it is likely to involve metabolic [5]
and neurochemical [6] mechanisms. The generation of
the BOLD signal is influenced by other parameters
such as venous blood volume, blood flow, blood
oxygenation, and oxygen consumption, and any
disease state that changes these parameters may mod-
ify the BOLD signal. It is therefore reasonable to con-
sider whether the BOLD signal is reliable in patients
who have suffered stroke and in subjects with evidence
of both large- and small-vessel atherosclerosis.

In most forms of analysis, the BOLD signal is
assumed to have the same shape in all subjects and in
all brain regions [7], but this might not always be the
case after stroke. Newton et al. demonstrated a greater
time to peak BOLD response in primary motor cortex
(M1) contralateral to the moving hand compared to
ipsilateral M1 in healthy controls [8]. However, in
three chronic stroke patients the time to peak BOLD
response in contralesional M1 was equivalent or less
than that for ipsilesional M1, representing a finding
opposite to that seen in healthy controls. Pineiro et al.
[9] also described a slower time to peak BOLD
response in sensorimotor cortex bilaterally in 12
chronic stroke patients with lacunar infarcts; therefore
modeling the BOLD response with a canonical hemo-
dynamic response function (HRF) might be less effi-
cient in stroke patients. It is worth considering how the
results of a standard functional imaging analysis using
the general linear model approach would be affected. If
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the canonical HRF was a poor fit for the true response,
the residual error of the analytical model would
be greater (than if the fit was good), thus lowering
t-and Z-scores and reducing sensitivity to detection
of differences. In general, most studies of stroke
patients have found increased activation in a number
of brain regions over and above healthy controls, as
will be described below. It is unlikely that altered
hemodynamics can account for these results and in
fact it is possible that these overactivations have been
underestimated.

In addition to temporal changes, the BOLD signal
may be reduced, or even become negative, in patients
with impaired cerebrovascular reserve or advanced
narrowing of the cerebral arteries [10–12]. Röther
et al. [13] describe a single patient who was found to
have bilateral occluded internal carotid arteries and an
occluded vertebral artery. The cerebrovascular reactiv-
ity, as determined by reduced change in T2*-signal
during hypercapnia, was severely impaired in the left
hemisphere and the local BOLD response was negative
for the duration of the task. This suggests that
the initial dip in BOLD signal, due to a relative
decrease in oxyhemoglobin, was not followed by the
normal vascular response. This subject had previously
suffered from a transient ischemic attack involving the
right arm. It is likely that these symptoms were related
to hemodynamic insufficiency and it is interesting to
speculate that the presence of a prolonged negative dip
in BOLD signal represents a marker for those at risk
from such symptoms. Several studies have now sug-
gested that impairment of normal vasodilatation in
response to hypercapnia is associated with diminished
magnitude of BOLD signal [11,12,14,15]. Thus in
patients with severely impaired cerebrovascular reac-
tivity, neuronal activation may not translate into a
BOLD response in the conventional sense, and
standard models using the canonical HRF may not
be sufficient.

Although these results suggest that the BOLD sig-
nal may have shortcomings as an investigative tool for
studying selected stroke patients, the scale of the prob-
lem is not yet clear. For example, the cerebrovascular
reactivity in the right hemisphere of the patient
studied by Röther et al. [13] was moderately impaired
and the BOLD response during a motor task with the
left hand was entirely normal. Patients with hemody-
namic symptoms are relatively uncommon, and are
likely to be excluded from many fMRI studies. In
addition, patients with severe stenosis of ipsilesional

internal carotid arteries are usually also excluded,
although it is not clear that this is necessary. It may
also be the case that small-vessel disease may also make
a significant contribution to impaired cerebrovascular
reactivity.

There is no evidence that the BOLD signal is erro-
neously detected in patients with impaired cerebrovas-
cular reactivity, i.e. this is largely a problem of false
negative results, which is unlikely to explain the com-
mon finding of overactivity in patients compared to
controls. Several studies have begun to use a correla-
tion approach rather than categorical comparison of
control subjects and stroke patients. This is based on
the idea that stroke patients are different by virtue of
severity and lesion location in particular, and so aver-
aging across a group of stroke patients who are not
a-priori selected as homogeneous is not useful.
Correlation approaches attempt to explain variability
in the task-related BOLD signal with some other
parameter such as a measure of impairment [16] or
corticospinal tract integrity [17,18], for example. It is
unlikely that changes in cerebrovascular responsive-
ness will correlate with these measures and so differ-
ences in cerebrovascular reactivity cannot account for
the results from these studies. Ultimately, to address
specific hypotheses about BOLD signal alterations will
require a multimodal approach using different imag-
ing techniques (BOLD, perfusion, hypercapnic chal-
lenge) and concurrent neurophysiological methods
(EEG, MEG, TMS).

The effect of increasing age on cerebrovascular
hemodynamics has also been examined. This is rele-
vant to the discussion given that stroke is more com-
mon with advancing age, and that often age-matched
controls are used in studies of stroke patients.
D’Esposito et al. examined the effect of age on the
BOLD signal generated during a button press task
using a sparse event-related design [19]. Four times
the number of suprathreshold voxels were present in
the younger compared to the older subjects. However,
there was no difference in the magnitude of
task-related signal change in primary motor cortex
between the older and younger subjects. The main
difference accounting for the reduced number of
suprathreshold voxels is a reduced signal to noise
ratio (SNR) in elderly subjects. Results from single
subject or group fixed effects analyses of functional
imaging data are generally presented as t-statistics for
each voxel (volume element) of the brain. The result is
therefore dependent on both the magnitude of the
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signal change and the residual variance. Thus an
increased SNR will lead to a lower t-statistic, and
therefore fewer suprathreshold voxels.

The problem of reduced SNR can be effectively dealt
with by employing a random-effects analysis rather than
a fixed-effects analysis. Random-effects analysis of func-
tional imaging data treats each subject as a random
variable. The experimental variance is dominated by
between-subjects variability (as opposed to within-
subject variability in the case of fixed-effects models).
The data for each subject comprise the voxel-wise
parameter estimate for the task under consideration,
which reflects the magnitude of the signal change in
each voxel. Appropriate statistics can be performed on
these data, which are less likely to be influenced by
differences in SNR [19]. Using a random effects analysis,
and employing both temporal and dispersion derivatives
of the HRF, Ward et al. [20] demonstrated no change in
the shape of the hemodynamic response during a hand
grip task with advancing age, in keeping with the find-
ings described above.

Patterns of reorganization in
the motor system after stroke
The first studies of stroke patients using functional
imaging were exploratory and designed simply to
establish whether the cortical motor system was
organized differently after subcortical stroke.
Investigators chose to study chronic stroke patients
with good recovery so that all subjects would be able
to perform the same task. Differences in activation
between the patients and healthy volunteers would
then provide some clue about how these patients
were able to move previously paretic limbs despite
the persistence of anatomical damage. In general,
group studies of stroke patients with subcortical
lesions found greater activation within a number of
motor-related cortical regions compared to controls
during a finger tapping task, first using positron emis-
sion tomography (PET) [21–25] and subsequently
with fMRI [26,27]. Specifically, task-related increases
in brain activity were seen in cortical regions such as
premotor cortex (both ventral and dorsal), supple-
mentary motor area, cingulate motor areas, as well
as prefrontal and parietal cortices, and was often
bilateral.

Furthermore, there was evidence to suggest that
the site of representations of body parts, in particular
the hand, had shifted in these patients. Cramer et al.
reported shifts in cortical maps in two patients with

good recovery following mild cortical strokes involv-
ing either pre- or post-central gyrus [28]. Weiller et al.
[25] described a ventral shift in peak sensorimotor
cortex activation and others have reported an overall
caudal shift in a group of recovered stroke patients [9].
Rossini et al. [29] also reported this shift of cortical
hand representation using fMRI, magnetoencephalog-
raphy, and TMS, in a patient with recovered hand
function following cortical stroke. There appears to
be no consistent direction of this shift, and the obser-
vation has not been clearly linked to recovery,
although it may be influenced by the pattern of injury,
and furthermore might reflect the finding that the
hand, for example, has several spatially distinct repre-
sentations in primary motor cortex [30].

There are also data to support the notion that
surviving peri-infarct cortical tissue may be helpful
to the recovering patient. Cao et al. [31] studied teen-
age patients who had suffered a perinatal infarct, each
with only moderate recovery. Sequential finger move-
ments of the affected hand were associated with bilat-
eral activations, as well as peri-infarct cortical rim
activations. Peri-infarct cortical rim activations in
recovered stroke patients were seen by Cramer et al.
during similar tasks [27]. Taken together, these studies
indicated that there had been reorganization both
within and between regions in a distributed
motor-related network, and highlighted that function-
ally relevant reorganization was possible after stroke.

Anatomical substrate of recovered
motor function
These results must be viewed in the context of the
known anatomical structures and pathways of the
motor system. The cortical motor system is made up
of four main regions: primary motor cortex (M1),
premotor cortex, supplementary motor area, and cin-
gulate motor area [32]. Premotor cortex has dorsal
(PMd) and ventral (PMv) regions, each with different
anatomical connectivity profiles [33]. These cortical
motor regions can be further subdivided based on
topographic organization and the demands of the
task. For example, primary motor cortex is divided
into anterior (Brodmann area 4a) and posterior
(Brodmann area 4p) regions, with activity in BA 4p
modulated by attention to the task [34]. Many of these
areas contribute fibers to the descending corticofugal
motor pathways, some of which project to the ventral
horn of the spinal cord (corticospinal pathway)
[35–37] and others which project to brainstem nuclei.
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Cortical regions including the primary sensory cortex
(S1), posterior parietal cortex and insula also contrib-
ute to these pathways. Although descending motor
pathways from M1 are of critical importance, it is
clear that several structures contribute to motor con-
trol and may potentially be useful in supporting recov-
ery of movement after stroke [38]. The pathways
through which secondary cortical motor regions
might generate this motor output are not clear. In
primates, projections from secondary motor areas to
spinal cord motor neurons are less numerous and less
efficient at exciting spinal cord motoneurons than
those from M1 [39,40]. Moreover, unlike M1, facilita-
tion of distal muscles from SMA, PMd, and PMv is not
significantly stronger than facilitation of proximal
muscles. Another possibility is that signals descend
via the reticulospinal projections to cervical proprio-
spinal premotoneurons [41,42]. Propriospinal projec-
tions have divergent projections to muscle groups
operating at multiple joints [43,44]. This solution
might account for the multijoint “associated” move-
ments such as the synergistic flexion seen when
patients with only poor and moderate recovery
attempt isolated hand movements. The fact that
descending pathways from secondary motor areas
are thought not to be able to efficiently generate distal
limb movements suggests that cortico-cortical inter-
actions, presumably with surviving primary motor
cortex output, play an important role. Indeed, several
secondary motor areas have bilateral projections to
cortical motor regions, in particular M1 [45,46].
Overall, it is feasible that a number of motor networks
acting in parallel could generate an output to the spinal
cord necessary for movement, and that damage in one
of these networks could be at least partially compen-
sated for by activity in another [47,48].

Relationship to recovery
Many of the first functional imaging studies after
stroke were performed in well-recovered patients.
The conclusion drawn from the studies described
above was that there were a number of mechanisms
responsible for recovery, including recruitment of par-
allel descending motor pathways originating from sec-
ondary cortical motor areas. However, this conclusion
would be less compelling if the same results were also
found in patients with greater impairment. Addressing
this issue required that a cross-sectional cohort of
patients with a wide variety of outcomes be studied.
Alternatively, longitudinal studies in single patients

could be performed. In the first such cross-sectional
study, a group of chronic stroke patients with infarcts
sparing primary motor cortex were scanned during a
hand grip with visual feedback task using fMRI [16].
Using the hand grip allowed patients without return of
fractionated finger movements to be studied. The tar-
get forces used were always a proportion of each sub-
ject’s own maximum grip force, so that any differences
were unlikely to be due to differences in effort. There
were no differences between the activation maps of
control subjects and patients without residual impair-
ment. However, patients with more marked impair-
ment showed relative overactivations in a number of
secondary motor areas bilaterally [16]. Thus, a nega-
tive correlation was found between the magnitude of
brain activation and outcome in these brain regions,
almost all of them part of the normal motor network.
Patients with greater motor impairment had increased
task-related activity in secondary motor regions in
both affected and unaffected hemispheres, whereas
patients with little residual impairment had activation
patterns that were no different from those in healthy
age-matched volunteers. A similar result was observed
in a group of patients studied at earlier time points
after stroke, i.e. approximately 10 days post-stroke
[49]. It was hypothesized that secondary motor areas
are recruited in response to damage to corticospinal
output and are available to participate in the genera-
tion of a simple movement (if required) as early as 10
days post-stroke. A subsequent study demonstrated a
strong positive correlation between secondary motor
area recruitment in both hemispheres and corticospi-
nal system damage as assessed with transcranial mag-
netic stimulation (TMS) [17]. A more injured
corticospinal system was associated with greater
task-related activity in contralesional M1 (hand area)
compared to those with less corticospinal system dam-
age. Together these results suggest a progressive shift
away from primary to secondary motor areas
with increasing disruption to corticospinal system
(Figure 11.1), presumably because ipsilesional M1 is
less able to influence motor output in these patients.

Another way to explore the relationship between
reorganization and recovery is to follow individual
patients over time. Longitudinal fMRI studies have
shed further light on the process [21,50–53], although
only a few have studied patients on more than two
occasions. One study scanned subcortical stroke patients
on average eight times over the first 6 months after
stroke [53], and demonstrated an early overactivation
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in primary and many non-primary motor regions.
Thereafter functional recovery was associated with a
focusing of task-related brain activation patterns
towards a “normal” lateralized pattern. These patients
had variable degrees of motor impairment early after

stroke, but all made excellent recoveries. Whether this
pattern of longitudinal change occurs in all patients is
still not clear. In general, longitudinal studies have dem-
onstrated a focusing of activity towards the lesioned
hemisphere motor regions that is associated with
improvement in motor function [21,51]. However, this
is not always the case, with examples of patients showing
persistent bilateral recruitment [50]. Considering that
cross-sectional studies have reported patients with per-
sistent contralesional activation, it seems unlikely that all
patients will follow this same longitudinal evolution of
changes in task-related brain activation. Indeed in some
patients it is possible that it will be activity in the con-
tralesional hemisphere that will becomemore organized
[54]. A number of studies have examined changes in
brain activity before and after therapeutic intervention
in chronic stroke patients [55]. Many studies found
treatment-associated increases in ipsilesional activity in
keeping with the previous longitudinal studies, but some
saw a shift in the balance of activation in the opposite
direction [56,57]. The evidence suggests that the contri-
bution of contralesional motor regions varies, but it is
not clear what baseline characteristics or features of
injury might predict such shifts.

Changing hemispheric balance?
Understanding how the post-stroke brain is organized
is important when thinking about restorative treat-
ments. Strategies to “normalize” the more bilateral
post-stroke motor cortex activity towards the ipsi-
lesional hemisphere (as in healthy brains) have
become a major focus of attempts to reduce upper
limb impairment after stroke [58]. These approaches
are based on the finding that in the studies described so
far, patients with minimal impairment tend to have a
more normal activation pattern. In addition, data
from both TMS [59] and fMRI [60] studies suggest
that in some subcortical stroke patents, contralesional
M1, although “active”, may exert an abnormally high
degree of interhemispheric inhibitory drive towards
ipsilesional M1 during attempted voluntary move-
ment of the affected hand. This led to suggestions
that contralesional M1 overactivity hinders recovery,
although another interpretation is that it has adopted
the characteristics of the dominant motor cortex
in the face of ipsilesional M1 disconnection and
hypofunction.

Although these studies were performed in small
homogeneous groups and are therefore not represen-
tative of all patients, there are empirical data to

Figure 11.1 The top panel shows a typical experimental time line
for an fMRI experiment over approximately 6min. Each “spike”
represents a single isometric hand squeeze performed by a stroke
patient with the affected hand. The bottom trace represents force
from the resting hand in order to look for mirror movements, which
in this case are absent. Target forces are set at either 15%, 30%, or 45%
of the force generated during each subject’s own maximum
voluntary contraction.

Varying the target forces enables us to measure two parameter
estimates for each voxel representing (i) the magnitude of signal
change during all hand squeezes irrespective of force, and (ii) how
much the signal covaries with peak force. These two measurements
provide information about different aspects of motor activation and
are independent of one another.

The results are taken from [17,18]. Patients underwent fMRI using
the isometric hand squeeze paradigm described above, and also
underwent TMS assessment outside the scanner to measure the
functional integrity of the corticospinal tract (CST). The images
illustrate how the two parameters of motor activation vary as a
function of CST integrity. Ipsilesional primarymotor cortex (M1) ismore
active in patients with less CST damage, and (B) ipsilesional M1activity
also covaries with peak force in patients with less CST damage, exactly
as occurs in healthy volunteers. (C) This “glass brain” is shown
(clockwise from top left) from the right side, from the front so that the
left side of the brain is on the left, and from above with the front of the
brain to the right. In these images, left is contralesional. They show a
number of secondary motor areas (particularly contralesional) that
become increasingly active during affected hand squeeze in patients
with greater CST damage. (D) Lastly, activity in a number of premotor
regions (clockwise from top left, contralesional dorsal premotor cortex,
contralesional ventral premotor cortex, ipsilesional ventral premotor
cortex) and in contralesional superior cerebellum covaries with peak
force in patients with greater damage to CST.
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support the idea that increased contralesional M1
activity is often maladaptive. Several studies have
used this concept to transiently improve motor func-
tion after stroke by suppressing excitability in con-
tralesional M1 [61–66]. Proof-of-principal studies in
chronic mild impairment subcortical stroke patients
are encouraging [67], but a critical question remains
whether this normalization is appropriate for all
patients. However, the question of whether contra-
lesional M1 is a help or a hindrance in supporting
recovered function is not yet answered. Many func-
tional imaging studies have observed motor
task-related brain activity in contralesional M1 in
stroke patients as described earlier [8,16,17,25–27],
probably more so in patients with residual impairment
[16,49]. Contralesional hemisphere activity has also
been demonstrated in stroke patients using EEG [68].
The fine temporal resolution of EEG was able to detect
that this activity occurred after themotor response had
been made, suggesting that it was not related to move-
ment initiation in these patients. However, because
EEG lacks fine spatial resolution, it is not certain that
this result related to contralesional M1 and not to
premotor cortex, for example. A similar approach
using an event-related fMRI design has demonstrated
that contralesional M1 activity peaked seconds before
ipsilesional M1 in stroke patients, in comparison to
controls in whom the opposite relationship was
observed [8]. This change in the characteristics of
motor system activation might point to a change of
role in different patients, but does not prove a func-
tional role during movement nor exclude the possibil-
ity that contralesional M1 activity is hindering
recovery.

In studies involving adult patients with small sub-
cortical infarcts, the effect of disruption of contrale-
sional M1 function by TMS depends on whether the
motor task is a simple react time task (no disruption)
[69,70], or involves pressing sequences of buttons (dis-
ruption of timing) [71], supporting a role for contra-
lesional M1 in some patients and in some tasks.
Serrien and colleagues used directed EEG coherence
to investigate whether there is increased informational
flow from the contralesional motor cortex following
motor stroke [72]. They found that in less well-
recovered patients, most task-related flow of informa-
tion between the sensorimotor cortices in the low beta
band of the EEG came from the contralesional hemi-
sphere (i.e. ipsilateral to movement) during grip with
the affected hand. This was not the case in recovered

patients nor in controls, among whom cortical activity
was driven from the contralateral sensorimotor cortex.
These findings again suggest a functional role for the
contralesional hemisphere in organizing movement of
the impaired, ipsilateral limb following stroke, but
only in those patients that do not make a good func-
tional recovery. Patients making a fuller recovery,
however, continue to organize movement-related
cortical activity from the hemisphere contralateral to
movement.

In addition, there is evidence that non-M1 secon-
dary motor areas in the contralesional hemisphere
contribute to recovered function. First, experiments
in which TMS transiently disrupts activity in either
ipsilesional or contralesional PMd, or contralesional
M1, demonstrate worsening of recovered motor
behaviors in some chronic subcortical stroke patients
with no effect on healthy volunteers [69,71,73].
Furthermore, TMS to contralesional PMd is more
disruptive in patients with greater impairment [69],
whereas TMS to ipsilesional PMd is more disruptive in
less impaired patients [73], implying a contralesional
shift in the balance of functionally relevant activity
with greater impairment.

Another approach is to measure how task-related
activity covaries with modulation of task parameters.
In healthy humans, for example, increasing force
production is associated with linear increases in
BOLD signal in contralateral M1 and medial motor
regions, implying that they have a functional role in
force production [74–76]. A recent study examined
specifically for regional changes in the control of
force modulation after stroke [18]. In patients with
greater corticospinal system damage, force-related sig-
nal changes were seen mainly in contralesional dorso-
lateral premotor cortex, bilateral ventrolateral
premotor cortices, and contralesional cerebellum, but
not ipsilesional primary motor cortex (Figure 11.1).
Interestingly, a qualitatively similar result was found
in healthy volunteers with increasing age, suggesting
that this “reorganization” might be a generic property
of the cortical motor system in response to a variety of
insults [20]. Thus not only do premotor cortices
become increasingly active as corticospinal system
integrity diminishes [17], but they can take on a new
“M1-like” role during modulation of force output,
which implies a new and functionally relevant role in
motor control.

These results are important because they tell us that
the response to focal injury does not involve simple
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up- or downregulation of the motor network as a
whole. It is clear that nodes within remaining motor
networks can take on new functional roles and that the
post-stroke motor system is organized differently to
that in the normal brain. However, there are now
several lines of evidence to suggest that the mecha-
nisms of reorganization are lesion-specific. If restora-
tion of function is dependent on the interaction of the
treatment and the residual motor network, it therefore
follows that treatments will have different effects in
different patients. Furthermore, individual patients
may require different rehabilitative strategies in order
to “interact” with motor systems which are organized
differently. An interesting line of research to emerge
from this line of thinking is whether it is possible to
predict the likelihood of improving with a particular
treatment, based on a careful study of the residual
post-stroke structural and functional anatomy.

Predicting recovery
How does this help us to understand how best to treat
the impairment suffered by patients after stroke?
Clearly, the anatomy of the damage will introduce
constraints. For example, Stinear and colleagues [77]
set out to determine whether characterizing the state of
the motor system of a series of chronic stroke patients
would help in predicting the functional gains made in
a subsequent motor practice programme. A variety of
tools were used, including TMS, structural MRI, and
functional MRI. The presence or absence of MEPs to
TMS in the affected upper limb, and fractional aniso-
tropy values were both used to assess the structural
integrity of the descending white matter pathways in
the posterior limb of the internal capsules. In addition,
fMRI was used to assess the degree of lateralization of
activity during a motor task. Not surprisingly, in
patients with MEPs, meaningful gains with motor
practice were still possible three years after stroke.
The situation in patients without MEPs has never
been clear-cut, as this is often taken as a poor prog-
nostic sign [78]. In this study, the functional potential
of patients without MEPs declined with increasing
corticospinal pathway disruption. Disappointingly,
the degree of lateralization of brain activity as meas-
ured with fMRI could not predict future functional
gains through motor practice. The task used during
scanning was a self paced opening and closing of the
hand, and so it is possible that variations in perform-
ance of the task (to which the magnitude of activation
is sensitive) introduced additional variability into the

fMRI data. A task that probed for a measure of motor
system plasticity in the context of motor practice
might have provided different results. Nevertheless,
this study illustrates how multimodal imaging and
neurophysiological data can be used to assess the
state of the motor system which might in turn predict
response to therapeutic interventions and lead to treat-
ment algorithms for clinical practice.

In a similar approach, Cramer et al. [79] assessed
which of 13 baseline clinical/radiological measures were
able to predict subsequent gainsmade during 6 weeks of
rehabilitation therapy. Of all these measures only
greater clinical status and lower motor cortex activation
during fMRI at baseline remained significant and inde-
pendent predictors of clinical improvement. This is an
interesting finding, because in general, patients with
greater impairment are more likely to have less task-
related ipsilesional M1 activity, although this is an
inconsistent finding. This result tells us that there is
something in the imaging data which is independent
of baseline clinical impairment which predicts improve-
ments. Lower baseline motor cortex activation was also
associated with larger increases in motor cortex activa-
tion after treatment, so perhaps in some patients, low
baseline cortical activity represents underuse of surviv-
ing cortical resources. A measure of brain function
might be important for optimal clinical decision-
making in the context of a restorative intervention.

A separate study attempted to use fMRI data
acquired in the first few days after stroke to determine
a subsequent change in motor performance over and
above initial stroke severity and lesion volume [80].
They found a pattern of brain activation which was
highly predictive of clinical change. Although the mul-
tivariate analysis used did not allow anatomical infer-
ence to be made, it is clear that there is something
about the way the function of the brain responds to
injury, over and above the anatomy of the damage,
that holds clues about future clinical progression. The
pattern was distributed and certainly not confined to
the motor system, even though clinical improvement
was measured in the motor domain. The idea that
motor improvement may not be solely related to the
integrity of the corticospinal system, but also with
other characteristics of the post-stroke brain is sup-
ported by the finding that motor performance at 3
months correlated only weakly with a measure of
corticospinal tract integrity (using TMS) but strongly
with a measure of intracortical excitability [81]. These
findings suggest that the anatomy of the damage may
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set a limit on the extent of recovery, but that at least in
some patients, other parameters, perhaps preserved
cortico-cortical connectivity, might be important
when considering whether a patient has the capacity
or potential to improve.

Summary
After focal brain damage, there is a reconfiguration of
the cerebral motor system. This does not appear to be a
simple up- or downregulation of motor networks in
their entirety, but the residual functional networks
seem to operate in a different way, with some brain
regions adopting the characteristics of damaged or
disconnected regions. This reorganization varies
across chronic stroke patients, but does so in a way
that appears to be predictable, which gives us hope that
a deeper understanding of these processes will allow us
to treat patients with impairments more effectively. It
is important to stress that this reorganization is often
not successful in returning motor function to normal.
It is less effective than that in the intact brain, but
will nevertheless support what recovered function
there is. The exact configuration of this new motor
system will be determined most obviously by the
extent of the anatomical damage. This includes the
extent to which the damage affects cortical motor
regions, white matter pathways [82], and even which
hemisphere is affected [83]. In patients with damage
to primary sensorimotor cortex, for example, tests
of fractionated finger movement correlated more
strongly with the proportion of surviving “normal”
sensorimotor cortex (as defined by functional activa-
tion maps in normal controls) than with total infarct
volume [84]. The potential for functionally relevant
change to occur will depend on a number of other
factors, not least the biologic age of the subject and the
premorbid state of their brain [20], but also current
drug treatments [85]. Furthermore, levels of neuro-
transmitters and growth factors which are able to
influence the ability of the brain to respond to afferent
input (i.e. how plastic it is) might be determined by
their genetic status [86]. The basis of impairment-
based treatment is likely to be the promotion of
activity-dependent change within these surviving net-
works, and so understanding the factors that shape it –
possibly at the level of the individual patient – will be
critical [87]. Functional brain imaging will play a
central role in achieving this goal.

References
1. Nichols-Larsen DS, Clark PC, Zeringue A, et al. Factors

influencing stroke survivors’ quality of life during
subacute recovery. Stroke. 2005;36:1480–4.

2. Wyller TB, Sveen U, Sodring KM, et al. Subjective well-
being one year after stroke. Clin Rehabil.
1997;11:139–45.

3. Cramer SC, Chopp M. Recovery recapitulates
ontogeny. Trends Neurosci. 2000;23:265–71.

4. Buxton RB. An introduction to functional magnetic
resonance imaging: principles and techniques.
Cambridge: Cambridge University Press; 2002.

5. Magistretti PJ, Pellerin L. Cellular mechanisms of brain
energy metabolism and their relevance to functional
brain imaging. Phil Trans R Soc Lond B Biol Sci.
1999;354:1155–63.

6. Attwell D, Iadecola C. The neural basis of functional
brain imaging signals. Trends Neurosci. 2002;25:621–5.

7. Friston KJ, Josephs O, Rees G, et al. Nonlinear event-
related responses in fMRI. Magn Reson Med.
1998;39:41–52.

8. Newton J, Sunderland A, Butterworth SE, et al. A pilot
study of event-related functional magnetic resonance
imaging ofmonitored wrist movements in patients with
partial recovery. Stroke. 2002;33:2881–7.

9. Pineiro R, Pendlebury S, Johansen-Berg H, et al.
Functional MRI detects posterior shifts in primary
sensorimotor cortex activation after stroke: Evidence of
local adaptive reorganization? Stroke. 2001;32:1134–9.

10. Carusone LM, Srinivasan J, Gitelman DR, et al.
Hemodynamic response changes in cerebrovascular
disease: Implications for functional MR imaging. Am
J Neuroradiol. 2002;23:1222–8.

11. Hamzei F, Knab R, Weiller C, et al. The influence of
extra- and intracranial artery disease on the BOLD
signal in fMRI. Neuroimage. 2003;20:1393–9.

12. Rossini PM, Altamura C, Ferretti A, et al. Does
cerebrovascular disease affect the coupling between
neuronal activity and local haemodynamics? Brain.
2004;127:99–110.

13. Röther J, Knab R, Hamzei F, et al. Negative dip in
BOLD fMRI is caused by blood flow–oxygen
consumption uncoupling in humans. Neuroimage.
2002;15:98–102.

14. Krainik A, Hund-Georgiadis M, Zysset S, et al. Regional
impairment of cerebrovascular reactivity and BOLD
signal in adults after stroke. Stroke. 2005;36:1146–52.

15. Murata Y, Sakatani K, Hoshino T, et al. Effects of
cerebral ischemia on evoked cerebral blood
oxygenation responses and BOLD contrast functional
MRI in stroke patients. Stroke. 2006;37:2514–20.

11: Human brain mapping of the motor system after stroke

120



16. Ward NS, Brown MM, Thompson AJ, et al. Neural
correlates of outcome after stroke: A cross-sectional
fMRI study. Brain. 2003;126:1430–48.

17. Ward NS, Newton JM, Swayne OB, et al. Motor system
activation after subcortical stroke depends on
corticospinal system integrity. Brain. 2006;129:809–19.

18. Ward NS, Newton JM, Swayne OB, et al. The
relationship between brain activity and peak grip force
is modulated by corticospinal system integrity after
subcortical stroke. Eur J Neurosci. 2007;25:1865–73.

19. D’Esposito M, Zarahn E, Aguirre GK, et al. The effect of
normal aging on the coupling of neural activity to the
bold hemodynamic response. Neuroimage.
1999;10:6–14.

20. Ward NS, Swayne OB, Newton JM. Age-dependent
changes in the neural correlates of force modulation:
An fMRI study. Neurobiol Aging. 2008;29:1434–46.

21. Calautti C, Leroy F, Guincestre JY, et al. Dynamics of
motor network overactivation after striatocapsular
stroke: A longitudinal PET study using a fixed-
performance paradigm. Stroke. 2001;32:2534–42.

22. Chollet F, DiPiero V, Wise RJ, et al. The functional
anatomy of motor recovery after stroke in humans:
A study with positron emission tomography. Ann
Neurol. 1991;29:63–71.

23. Seitz RJ, Hoflich P, Binkofski F, et al. Role of the
premotor cortex in recovery from middle cerebral
artery infarction. Arch Neurol. 1998;55:1081–8.

24. Weiller C, Chollet F, Friston KJ, et al. Functional
reorganization of the brain in recovery from
striatocapsular infarction in man. Ann Neurol.
1992;31:463–72.

25. Weiller C, Ramsay SC, Wise RJ, et al. Individual
patterns of functional reorganization in the human
cerebral cortex after capsular infarction. Ann Neurol.
1993;33:181–9.

26. Cao Y, D’Olhaberriague L, Vikingstad EM, et al. Pilot
study of functional MRI to assess cerebral activation of
motor function after poststroke hemiparesis. Stroke.
1998;29:112–22.

27. Cramer SC, Nelles G, Benson RR, et al. A functional
MRI study of subjects recovered from hemiparetic
stroke. Stroke. 1997;28:2518–27.

28. Cramer SC, Moore CI, Finklestein SP, et al. A pilot
study of somatotopic mapping after cortical infarct.
Stroke. 2000;31:668–71.

29. Rossini PM, Caltagirone C, Castriota-Scanderbeg A,
et al. Handmotor cortical area reorganization in stroke:
A study with fMRI, MEG and TCS maps. Neuroreport.
1998;9:2141–6.

30. Sanes JN, Donoghue JP. Plasticity and primary motor
cortex. Ann Rev Neurosci. 2000;23:393–415.

31. Cao Y, Vikingstad EM, Huttenlocher PR, et al.
Functional magnetic resonance studies of the
reorganization of the human hand sensorimotor area
after unilateral brain injury in the perinatal period.
Proc Natl Acad Sci USA 1994;91:9612–6.

32. Porter R, Lemon RN. Corticospinal function and
voluntary movement. Oxford: Oxford University Press;
1993.

33. Tomassini V, Jbabdi S, Klein JC, et al. Diffusion-
weighted imaging tractography-based parcellation of
the human lateral premotor cortex identifies dorsal and
ventral subregions with anatomical and functional
specializations. J Neurosci. 2007;27:10 259–69.

34. Johansen-Berg H, Matthews PM. Attention to
movement modulates activity in sensori-motor areas,
including primary motor cortex. Exp Brain Res.
2002;142:13–24.

35. Dum RP, Strick PL. The origin of corticospinal
projections from the premotor areas in the frontal lobe.
J Neurosci. 1991;11:667–89.

36. He SQ, Dum RP, Strick PL. Topographic organization
of corticospinal projections from the frontal lobe:
Motor areas on the lateral surface of the hemisphere.
J Neurosci. 1993;13:952–80.

37. He SQ, Dum RP, Strick PL. Topographic organization
of corticospinal projections from the frontal lobe:
Motor areas on the medial surface of the hemisphere.
J Neurosci. 1995;15:3284–306.

38. Strick PL. Anatomical organization of multiple motor
areas in the frontal lobe: Implications for recovery of
function. Adv Neurol. 1988;47:293–312.

39. Boudrias MH, Belhaj-Saif A, Park MC, et al.
Contrasting properties of motor output from the
supplementary motor area and primarymotor cortex in
rhesus macaques. Cereb Cortex. 2006;16:632–8.

40. Maier MA, Armand J, Kirkwood PA, et al. Differences
in the corticospinal projection from primary motor
cortex and supplementary motor area to macaque
upper limb motoneurons: An anatomical and
electrophysiological study. Cereb Cortex.
2002;12:281–96.

41. Mazevet D, Meunier S, Pradat-Diehl P, et al. Changes in
propriospinally mediated excitation of upper limb
motoneurons in stroke patients. Brain.
2003;126:988–1000.

42. Stinear JW, Byblow WD. The contribution of cervical
propriospinal premotoneurons in recovering
hemiparetic stroke patients. J Clin Neurophysiol.
2004;21:426–34.

43. Mazevet D, Pierrot-Deseilligny E. Pattern of descending
excitation of presumed propriospinal neurones at the
onset of voluntary movement in humans. Acta Physiol
Scand. 1994;150:27–38.

11: Human brain mapping of the motor system after stroke

121



44. Pierrot-Deseilligny E. Transmission of the cortical
command for human voluntary movement through
cervical propriospinal premotoneurons. Prog
Neurobiol. 1996;48:489–517.

45. Dancause N, Barbay S, Frost SB, et al. Ipsilateral
connections of the ventral premotor cortex in a new
world primate. J Comp Neurol. 2006;495:374–90.

46. Dancause N, Barbay S, Frost SB, et al. Interhemispheric
connections of the ventral premotor cortex in a new
world primate. J Comp Neurol. 2007;505:701–15.

47. Dum RP, Strick PL. Spinal cord terminations of the
medial wall motor areas in macaque monkeys.
J Neurosci. 1996;16:6513–25.

48. Rouiller EM,Moret V, Tanne J, et al. Evidence for direct
connections between the hand region of the
supplementary motor area and cervical motoneurons in
the macaque monkey. Eur J Neurosci. 1996;8:1055–9.

49. Ward NS, Brown MM, Thompson AJ, et al. The
influence of time after stroke on brain activations
during a motor task. Ann Neurol. 2004;55:829–34.

50. Feydy A, Carlier R, Roby-Brami A, et al. Longitudinal
study of motor recovery after stroke: Recruitment and
focusing of brain activation. Stroke. 2002;33:
1610–7.

51. Marshall RS, Perera GM, Lazar RM, et al. Evolution of
cortical activation during recovery from corticospinal
tract infarction. Stroke. 2000;31:656–61.

52. Small SL, Hlustik P, Noll DC, et al. Cerebellar
hemispheric activation ipsilateral to the paretic hand
correlates with functional recovery after stroke. Brain.
2002;125:1544–57.

53. Ward NS, Brown MM, Thompson AJ, et al. Neural
correlates of motor recovery after stroke: A longitudinal
fMRI study. Brain. 2003;126:2476–96.

54. Luft AR, Waller S, Forrester L, et al. Lesion location
alters brain activation in chronically impaired stroke
survivors. Neuroimage. 2004;21:924–35.

55. Hodics T, Cohen LG, Cramer SC. Functional imaging
of intervention effects in stroke motor rehabilitation.
Arch Phys Med Rehabil. 2006;87(12 Suppl 2):
S36–42.

56. Luft AR, McCombe-Waller S, Whitall J, et al. Repetitive
bilateral arm training and motor cortex activation in
chronic stroke: A randomized controlled trial. JAMA
2004;292:1853–61.

57. Schaechter JD, Kraft E, Hilliard TS, et al. Motor
recovery and cortical reorganization after constraint-
induced movement therapy in stroke patients: A
preliminary study. Neurorehabil Neural Repair.
2002;16:326–38.

58. Ward NS, Cohen LG. Mechanisms underlying recovery
of motor function after stroke. Arch Neurol.
2004;61:1844–8.

59. Murase N, Duque J, Mazzocchio R, et al. Influence of
interhemispheric interactions on motor function in
chronic stroke. Ann Neurol. 2004;55:400–09.

60. Grefkes C, Nowak DA, Eickhoff SB, et al. Cortical
connectivity after subcortical stroke assessed with
functional magnetic resonance imaging. Ann Neurol.
2008;63:236–46.

61. Mansur CG, Fregni F, Boggio PS, et al. A sham
stimulation-controlled trial of rTMS of the unaffected
hemisphere in stroke patients. Neurology.
2005;64:1802–04.

62. Liepert J, Zittel S, Weiller C. Improvement of dexterity
by single session low-frequency repetitive transcranial
magnetic stimulation over the contralesional motor
cortex in acute stroke: A double-blind placebo-
controlled crossover trial. Restor Neurol Neurosci.
2007;25:461–5.

63. Takeuchi N, Chuma T, Matsuo Y, et al. Repetitive
transcranial magnetic stimulation of contralesional
primary motor cortex improves hand function after
stroke. Stroke. 2005;36:2681–6.

64. Nowak DA, Grefkes C, Dafotakis M, et al. Effects of
low-frequency repetitive transcranial magnetic
stimulation of the contralesional primary motor cortex
on movement kinematics and neural activity in
subcortical stroke. Arch Neurol. 2008;65:741–7.

65. Fregni F, Boggio PS, Mansur CG, et al. Transcranial
direct current stimulation of the unaffected hemisphere
in stroke patients. Neuroreport. 2005;16:1551–5.

66. Fregni F, Boggio PS, Valle AC, et al. A sham-controlled
trial of a 5-day course of repetitive transcranial
magnetic stimulation of the unaffected hemisphere in
stroke patients. Stroke. 2006;37:2115–22.

67. Talelli P, Rothwell J. Does brain stimulation after stroke
have a future? Curr Opin Neurol. 2006;19:543–50.

68. Verleger R, Adam S, Rose M, et al. Control of hand
movements after striatocapsular stroke: High-
resolution temporal analysis of the function of
ipsilateral activation. Clin Neurophysiol.
2003;114:1468–76.

69. Johansen-Berg H, Rushworth MF, Bogdanovic MD,
et al. The role of ipsilateral premotor cortex in hand
movement after stroke. Proc Natl Acad Sci USA.
2002;99:14 518–23.

70. Werhahn KJ, Conforto AB, Kadom N, et al.
Contribution of the ipsilateral motor cortex to recovery
after chronic stroke. Ann Neurol. 2003;54:464–72.

71. Lotze M, Markert J, Sauseng P, et al. The role of
multiple contralesional motor areas for complex hand
movements after internal capsular lesion. J Neurosci.
2006;26:6096–102.

72. Serrien DJ, Strens LH, Cassidy MJ, et al. Functional
significance of the ipsilateral hemisphere during

11: Human brain mapping of the motor system after stroke

122



movement of the affected hand after stroke. Exp Neurol.
2004;190:425–32.

73. Fridman EA, Hanakawa T, Chung M, et al.
Reorganization of the human ipsilesional premotor
cortex after stroke. Brain. 2004;127:747–58.

74. Dettmers C, Fink GR, Lemon RN, et al. Relation
between cerebral activity and force in the motor areas of
the human brain. J Neurophysiol. 1995;74:802–15.

75. Thickbroom GW, Phillips BA, Morris I, et al.
Differences in functional magnetic resonance imaging
of sensorimotor cortex during static and dynamic
finger flexion. Exp Brain Res. 1999;126:431–8.

76. Ward NS, Frackowiak RS. Age-related changes in the
neural correlates of motor performance. Brain.
2003;126:873–88.

77. Stinear CM, Barber PA, Smale PR, et al. Functional
potential in chronic stroke patients depends on
corticospinal tract integrity. Brain. 2007;130:170–80.

78. Heald A, Bates D, Cartlidge NE, et al. Longitudinal
study of central motor conduction time following
stroke. 2. Central motor conduction measured within
72 h after stroke as a predictor of functional outcome at
12 months. Brain. 1993;116:1371–85.

79. Cramer SC, Parrish TB, Levy RM, et al. Predicting
functional gains in a stroke trial. Stroke.
2007;38:2108–14.

80. Marshall RS, Zarahn E, Alon L, et al. Early imaging
correlates of subsequent motor recovery after stroke.
Ann Neurol. 2009;65:596–602.

81. Swayne OB, Rothwell JC, Ward NS, et al. Stages of
motor output reorganization after hemispheric stroke
suggested by longitudinal studies of cortical physiology.
Cereb Cortex. 2008;18:1909–22.

82. Newton JM, Ward NS, Parker GJ, et al. Non-invasive
mapping of corticofugal fibres from multiple motor
areas – Relevance to stroke recovery. Brain.
2006;129:1844–58.

83. Zemke AC, Heagerty PJ, Lee C, et al. Motor cortex
organization after stroke is related to side of stroke and
level of recovery. Stroke. 2003;34:e23–8.

84. Crafton KR, Mark AN, Cramer SC. Improved
understanding of cortical injury by incorporating
measures of functional anatomy. Brain.
2003;126:1650–9.

85. Goldstein LB. Pharmacology of recovery after stroke.
Stroke. 1990;21(Suppl):III139–42.

86. Kleim JA, Chan S, Pringle E, et al. BDNF val66met
polymorphism is associated with modified
experience-dependent plasticity in human motor
cortex. Nat Neurosci. 2006;9:735–7.

87. Ward NS. Getting lost in translation. Curr Opin Neurol.
2008;21:625–7.

11: Human brain mapping of the motor system after stroke

123





12 Recovery from aphasia: lessons from
imaging studies
Cornelius Weiller & Dorothee Saur

During the last 20 years, application of functional brain
imaging to stroke patients has brought a new momen-
tum into rehabilitation [1]. We understand better what
happens in the brain of patients: we “see an active ipsi-
lateral motor cortex”when we noticemirrormovements
of the healthy hand during the ward rounds (see also
Chapter 11), or assume a resolution of diaschisis when
language performance improves abruptly from one day
to the other within the first week after a stroke (see also
Chapter 9). This chapter highlights recent findings from
neuroimaging studies of aphasia, focusing on the
dynamic process of reorganization from acute to chronic
stroke and points to recent developments, which enable
the investigation of language reorganization within a
framework of interconnected brain regions.

Imaging the acute phase
Imaging the acute phase of recovery from aphasia, i.e.
the first days after stroke onset, offers the opportunity
for unique insights into the function and dysfunction
of the language network.

As displayed in Figure 12.1a, loss of function can
be explained in terms of direct or indirect consequen-
ces of ischemia. On the one hand, the ischemic lesion
may directly affect language-relevant gray (A) and
white matter (B) structures due to either critical hypo-
perfusion with incomplete infarction, or to parenchy-
mal damage (complete infarction) [2]. Ischemia may
also cause a dysfunction in remote, non-infarcted
areas (C, D). The idea of “diaschisis” was introduced
by von Monakow [3]. Diaschisis is explained by a
functional disconnection. The observed language
impairment reflects the result of both direct local and
indirect remote effects. Taken together, the lesion of a
critical network component may result in an acute
global network breakdown. In this situation, we typi-
cally observe a severe aphasia.

In this hyperacute phase the lesion may be unsta-
ble, resulting in sometimes rapid fluctuations in lan-
guage performance. This mainly includes changes in
cerebral perfusion and extension of the peri-infarct
edema. Reperfusion of left posterior middle temporal
and frontal areas may be associated with acute
improvement in picture naming [4]. Von Monakow
[3] introduced the term “diaschisis” to explain acute
language improvements after stroke. Figure 12.1b–d
displays an example of early functional MRI (fMRI)
activation in a patient with acute global aphasia due to
a left temporal middle cerebral artery (MCA) infarc-
tion. In an auditory language comprehension task, the
patient listened to three sentences of intelligible speech
(SP), and also listened to sentences of reversed speech
(REV). Extraction of condition-wise effect sizes
(Figure 12.1c and d) showed that in the hyperacute
phase about 10 h after onset, remote L and R inferior
frontal gyrus (IFG) were dysfunctional. Although a
strong effect for both the SP and REV conditions was
observed, both areas did not distinguish between intel-
ligible SP and unintelligible REV – activation was the
same for both tasks. However, three and seven days
later, in parallel with improvement of language behav-
ior, a clear differentiation between both conditions
returned to both brain areas, indicating functional
recovery of these remote areas, which is most likely
explained by a resolution of diaschisis. That is, injury
to left temporal language areas produced diaschisis in
bilateral IFG which produced dysfunction and inabil-
ity to distinguish SP from REV; with resolution of this
diaschisis, bilateral IFG function returned, and these
language network areas were able to restart function
and thereby contribute to effective language behavior
and thus compensation for the deficit [5].

Another lesson that may be learned from imaging
the acute phase of aphasia relates to the understanding
of subcortical aphasia. Combining the findings from
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structural MRI and cerebral angiography,Weiller et al.
[6] demonstrated that aphasia in striatocapsular
infarction was related to the cortical hypoperfusion
caused by an occlusion of the proximal segment of
the MCA rather than the subcortical infarction itself,
and this cortical hypoperfusion led to a subsequent
cortical atrophy one year later, interpreted as selective
neuronal loss [2], which is typically invisible on con-
ventional MRI but detectable with Iomazenil-single-
photon computed tomography [7]. This observation
was later confirmed by a perfusion imaging study by

Hillis et al. [8], who demonstrated that aphasia due to
acute, subcortical infarction can be largely explained
by concurrent cortical hypoperfusion. These findings
underline the importance of an accurate characteriza-
tion of the acute ischemia including registration of
hypoperfused tissue by performing multiparametric
MRI sequences.

Imaging dynamics of reorganization
Neural reorganization of language functions may be
better understood by imaging the recovery process

Figure 12.1 (a) Schematic diagram of direct and indirect consequences of focal ischemia on the language network. The dotted line indicates
ischemic area in the left temporal cortex; black circles indicate candidate language areas in both hemispheres. Ischemia may cause direct
damage of language-relevant gray (A) and white (B) matter (dashed lines), resulting in a functional and anatomical disconnection of remote
areas C and D due to missing functional input (diaschisis). (b) fMRI activation is presented for a patient with a left (dominant) temporal infarction
performing two auditory language comprehension tasks, one being listening to speech and the other being listening to speech presented in
reverse. The fMRI analysis that contrasts speech with reversed speech is displayed (p< 0.05, corrected for multiple comparisons). The infarct is
outlined with a dashed line. At day 1, no language-specific activation was detectable, i.e. there was no significant difference in language area
activation when the language task (speech) was contrasted with the non-language task (reversed speech). At this time, the patient presented
with acute global aphasia. Follow-up examinations at days 3 and 7 revealed strong, increased language-specific activation in language areas
(bilateral inferior frontal gyrus (IFG)), which was paralleled by an improvement of behavioral language function. (c, d) Effect sizes for fMRI
activation, extracted from left (region C) and right (region D) IFG. Notably, at day 1, there is a strong effect for both the language task (speech,
“SP”) and the non-language (reversed speech, “REV”) tasks. However, L and R IFG did not distinguish between these two conditions, indicating an
acute dysfunction of preserved, remote areas in terms of diaschisis. This ability to distinguish between speech and reversed speech is recovered
at days 3 and 7, indicating a resolution of diaschisis, in parallel with language behavioral gains.
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throughout all phases after stroke, which allows one to
relate changes in language performance to changes in
language-related brain activation. Saur et al. [5] per-
formed the same auditory comprehension task as
described above for the single subject study on a het-
erogeneous group of 14 aphasic patients suffering
from a left MCA stroke affecting temporal, frontal,
and subcortical brain regions. fMRI data were col-
lected in the acute (< 4 days after stroke, Exam 1),
subacute (about 2 weeks after stroke, Exam 2), and
chronic (4–12 months after stroke, Exam 3) phases of
recovery. Across these three fMRI exams, patients
recovered from aphasia. Group analysis of the fMRI
data (Figure 12.2a) revealed no or little left hemisphere
(top row) activation in the acute stage followed by a
strong bilateral increase in activation in the subacute
stage, peaking in the right hemisphere (bottom row)
homolog of Broca’s area. In the chronic phase, a con-
solidation and gradual normalization emerged, with a
“re-shift” to the left hemisphere. Language-specific

effect sizes (Figure 12.2b, which presents SP contrasted
with REV) showed a continuous increase throughout all
phases in left IFG, while in the right hemisphere homo-
log, a more biphasic course with a temporary increase
in the subacute stage was observed. Importantly, the
early increase of activation in the right hemisphere
homolog of Broca’s area correlated with early improve-
ment of language function.

Since in this study an overall pattern of reorgan-
ization was derived from a heterogeneous group of
stroke patients, a relation of the group activation to
the lesion site was not possible. Consequently, Saur
et al. [9] investigated a homogeneous group of eight
patients who all suffered from a left temporal infarc-
tion. The strongest lesion overlap in this group was
found in the anterior temporal lobe. The longitudinal
study design was the same as described above. Again,
in the acute phase, strongly reduced activation in the
entire language network was found, including within
preserved (spared by stroke) left frontal cortex. Since

Figure 12.2 (a) Dynamics of language-specific (SP contrasted with REV) fMRI activation in healthy control subjects (first column, a single fMRI
exam) and in 14 patients with acute aphasia (columns 2–4, representing the three exams). Activation is shown for the left hemisphere in the top
row, and for the right hemisphere in the bottom row. Note that in patients there is little or no left hemisphere activation in the acute stage. This is
followed by a strong bilateral increase in activation in the subacute stage, peaking in the right hemisphere homolog of Broca’s area. In the
chronic phase, a consolidation and gradual normalization emerged, with a “re-shift” to the left hemisphere. (b) Parameter estimates extracted in
left and right IFG, indicating a continuous increase of activation in left IFG over time but a biphasic course in right IFG. Modified from [42].
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in all patients left IFG was intact, reduced activation in
this area can be best interpreted in terms of diaschisis.
That is, in the acute phase, the left IFG lacks functional
input from left temporal areas. In the subacute phase, a
strong increase in bilateral IFG was observed; how-
ever, in contrast to the mixed group, the highest acti-
vation remained in the left hemisphere. Notably,
activation in left and right IFG emerged simultane-
ously. This is of particular interest since right
hemisphere activation in recovery from aphasia is
interpreted to reflect disinhibition caused by dysfunc-
tional left language areas, which are unable to inhibit
their homologs in the right hemisphere. If this is the
case, we would expect that right hemisphere activation
reveals a reciprocal rather than a parallel course of
activation. However, a reciprocal pattern is not always
observed. In fact, simultaneous increase of activation
in bilateral IFG could also be interpreted in terms of a
functional dependency of right homolog language
areas on their left hemisphere counterparts. Finally,
in the chronic phase, perilesional activation in poste-
rior temporal areas emerged. This perilesional activa-
tion was also found in areas activated in healthy
subjects, indicating a reactivation of temporarily dys-
functional tissue rather than a true recruitment of
novel brain areas. Importantly, in this perilesional
tissue, high correlation between language performance
and language activation over time was found. This
further supports the high functional relevance of left
hemisphere areas for long-term language recovery.

Taken together, we postulated a model of language
recovery, which proceeds in three phases [1,5]. In a
first period during which near-complete abolishment
of language function is seen, there is little if any acti-
vation in brain regions which later can be activated by
the language task. In this acute phase a global network
breakdown, in which “diaschisis”, or ischemic stun-
ning [10], is the key factor. A second, “hyperactive”
stage of brain activation follows, in which the altered
function recovers at a rapid pace. It is characterized by
a sudden return of activation in left and often a hyper-
activation of homolog right hemisphere areas. In the
third stage, a consolidation of activation resembling
the patterns in healthy controls is observed.

These patterns of reorganization are derived from
a highly selected group of patients. In fact, Saur et al.
[5] screened a total of 198 consecutively admitted
aphasic patients to find 14 to match the inclusion
criteria. Most patients were excluded since they were
not able to perform early fMRI due to poor general

medical condition. Thus, the results are somewhat
biased by a selection of the best patients, and further
studies might clarify how these findings extend to the
broader spectrum of stroke patients.

Imaging the chronic phase
The majority of imaging studies on language recovery
were performed in the chronic phase after stroke. In
these studies, patients who recovered from aphasia to
various degrees were examined once or sequentially
with PET or fMRI to identify the pattern of the lan-
guage activation in the lesioned brain. In sum, as in the
motor system (see Chapter 11), these studies with very
heterogeneous designs, methods, and patients have
shown that post-stroke language system reorganiza-
tion of function involves undamaged areas in the left
hemisphere, perilesional tissue, and homologous areas
in the right hemisphere [11–18]. Depending on site
and size of the lesion and the residual language impair-
ment, portions of these three areas are more activated
as compared to healthy control subjects [17]. More
specific conclusions can be drawn by correlating the
proficiency of a particular language function with task-
related activation in a cross-sectional design. For
instance, Crinion et al. [19] demonstrated in a group
of 17 patients with left temporal stroke that perform-
ance in auditory sentence comprehension was posi-
tively correlated with activation in the right lateral
superior temporal gyrus (STG). These results under-
line that in the chronic phase, too, right hemisphere
activation might be beneficial. More sustained evi-
dence comes from a dynamic challenge in which repet-
itive behavioral studies are performed. Musso et al.
showed that after repeated 8-min sessions of language
comprehension training, subsequent behavioral
improvement correlated with an increase of activation
in the right temporal cortex [12], supporting a role for
right hemisphere language homolog areas in language
function after stroke.

When discussing the functional role of right hemi-
sphere activation in chronic aphasia, we have to think
about the potential factors influencing the amount of
right hemisphere involvement. First, the premorbid
degree of language lateralization seems to be an
important factor. Although impossible to control, it
is likely that patients with a more bilateral premorbid
language representation are more likely to utilize the
homolog right areas after left hemisphere damage.
Second, the more complete the damage of left core
language areas and the more severe the associated
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residual language deficit, the more likely a permanent
involvement of the right hemisphere homolog areas
will be observed (see also below regarding the concept
of critical lesions). This might lead to the conclusion
that right hemisphere activation is disadvantageous
or maladaptive rather than functionally beneficial,
assuming a negative influence of right hemisphere
(in particular right frontal) activation which prevents
recovery. In support of this logic, note that studies
using repetitive transcranial magnetic stimulation
(rTMS) to inhibit function of right hemisphere
language regions in chronic stroke patients have
described improvement of language functions [20].
However, a deterioration of language functions after
rTMS application to right frontal areas has also been
observed [21]. A final judgment of this issue is difficult,
as neither transcallosal interaction nor the mecha-
nisms of rTMS are anywhere near to completely
understood.

Impact of therapy on reorganization
Several studies have shown task-related activation
changes from pre- to post-treatment scans. Even stud-
ies providing short-term treatment influence the neural
basis of language processing, such as the one by Musso
et al. [12]. Blasi et al. [22] demonstrated increased
activity in the right frontal cortex associated with learn-
ing a word retrieval task. Studies performing long-term
training found either left [23–26], or right [27,28], or
bilateral activation to be associated with treatment-
induced improvement [29–31]. In contrast, Richter
et al. [32] found no significant changes of fMRI activa-
tion at all after 2 weeks of “constraint-induced aphasia
therapy”. This heterogeneity of results is best explained
by differences in treatment strategies, language impair-
ments, as well as differences in lesion sites and sizes. In
post-stroke brain reorganization, as with many aspects
of acute stroke, many factors can contribute to differ-
ences between patients. However, these studies do
clearly demonstrate that remodeling of cortical func-
tions is possible even years after the stroke, and typi-
cally occurs in both left and right as well as perilesional
language zones, similar to what has been described in
the motor system [33] (see also Chapter 11).

Summary and outlook: the network
approach
Most brain functions are organized in distributed,
segregated and interconnected networks, and brain
reorganization due to lesions or interventions mainly

takes place within the framework of these networks
[1,34]. Language is a brain function, which is especially
suited to assess a network approach on recovery, as it is
represented in a widespread, bilateral brain network.
Recent combinations of fMRI with probabilistic fiber
tracking, integrating pairwise point-to-point anatom-
ical connections along with measurements of func-
tional connectivity, resulted in a relatively complete
network description of language processing around
the Sylvian fissure [35,36]. In contrast to classical dia-
grams, which suppose speech comprehension to be
localized in the temporal lobe and speech production
in the inferior frontal lobe and both regions connected
through the arcuate fascicle, the modern anatomical
view sees the left temporal lobe connected to most of
the frontal lobe along two segregated and integrating
large association tracts [35,37–39] (Figure 12.3): a
dorsal route along the arcuate fasciculus/superior lon-
gitudinal fasciculus mainly projects to premotor cor-
tices and renders automated sensory-motor mapping,
while several aspects of language comprehension uti-
lize a ventral route via the extreme capsule mainly
projecting to the prefrontal cortex. These new findings
not only require a new description of anatomical cor-
relation of language functions and dysfunctions, but
also imply various routes of compensation after stroke.

The network view addresses another frequent mis-
conception: the assumption of functional independence
of brain “centers”. As an example, conduction aphasia,
which is often defined as an isolated repetition failure
with preserved comprehension and spontaneous
speech, is supposed to result from a destruction of the
pathway (i.e. the arcuate fascicle) connecting the sen-
sory and themotor speech center, which are both intact.
Such a conclusion assumes that the temporal lobe suf-
fices for comprehension and the inferior frontal cortex

Figure 12.3 Schematic diagram of ventral and dorsal language
pathways projecting to the prefrontal (PFC) and premotor (PM)
cortex. MdlF=middle longitudinal fascicle, EmC=extreme capsule,
AF=arcuate fasciculus, SLF=superior longitudinal fasciculus.
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for language production and that a disruption of the
connecting pathway does not affect the function of
either area. We know from imaging experiments that
this is not true: semantic tasks activate Broca’s area and
propositional speech also the temporal lobe [40]. The
various constituents of the language circuitry are not
independent from each other; interruption of the net-
work has an impact on the remaining parts of the net-
work. In other words, the functions of Broca’s or
Wernicke’s area with an intact arcuate fascicle may
not be the same as after that fascicle’s destruction. The
network view takes this into account when interpreting
symptoms and activations in patients with aphasia.

If the individual nodes of the network influence each
other through their connections, the importance of a
network node might be determined by the number of
its connections used for a certain task. This leads directly
to the concept of critical lesions. The more important a
network node is to a behavior, the more behavioral
effects its lesioning will have. Using a combination of
functional and anatomical connectivity to identify net-
works subserving auditory language comprehension
within a temporofrontal network, the posterior part of
the middle temporal gyrus and the inferior frontal gyrus
in the left hemisphere were identified to have the most
functional relevant connections [36]. Therefore both
regions are especially important in comprehension.
One question posed was, how much of the left hemi-
sphere network must be spared to prevent right hemi-
sphere recruitment [1]? The network approach above
would focus this question to critical lesions of the left
hemisphere, i.e. those that affect the regions with most
connections. For example, in patients with temporal
lesions sparing the posterior temporal region, it is exactly
this posterior region which shows the best correlation
with language performance over time [9]. In contrast, if
this posterior region is involved, the contralateral hemi-
sphere comes into play [15]. However, there is also a
clear hierarchy between the nodes of a network, such as
Broca’s area, which is indispensible for grammar [41].

Combining functional and structural network
identification procedures is a promising approach to
improve our understanding of loss and recovery of
brain functions. However, beyond this more theoret-
ical interest, we suggest that a precise description of
the lesioned network might be useful to guide the
application of focal brain stimulation techniques
such as transcranial direct current stimulation or
rTMS (see also Chapter 19). In future settings, patients
will be investigated with fMRI and diffusion tensor

imaging prior to brain stimulation. Processing of the
impaired language function will be analyzed with the
above-mentioned network identification procedures.
Subsequent brain stimulation and adjuvant therapies
might then be applied to the identified central process-
ing nodes to support behavioral training.

The study of brain adaptation after stroke and dur-
ing recovery still poses one of the most intriguing
aspects of neurological research. While an ever more
detailed description of such complex issues as brain and
language is needed (e.g. various functions for Broca’s
area, BOLD versus electrical signals, functional defini-
tion of tracts, cytochemical mapping down to synapses,
proteins, and DNA), a complete explanation remains
evasive. However, the better our understanding of brain
reorganization will be, including with respect to normal
connections and patterns of network activity, the better
that restorative treatments can effectively be used.
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13 Brain mapping of attention and neglect
after stroke
Alex R. Carter, Gordon L. Shulman & Maurizio Corbetta

The psychology of attention
“Selective attention” broadly refers to a set of mecha-
nisms that allow people to perceive and respond to
events that are behaviorally relevant. Selection is
important to maintain behavioral coherence in the
face of multiple stimuli and thoughts that may call
for contradictory actions, and to address the limited
processing capacity of the brain.

Spatial attention, the most commonly investigated
form of attention, is defined as the ability to select
information from one or multiple locations in the
environment. Selection is based on internal knowledge
(top-down or goal-driven) as well as salient sensory
information (bottom-up or stimulus-driven) [1],
which may be integrated in a common “saliency”
map [2]. Selection of environmental stimuli amplifies
the neural responses to those stimuli and suppresses
neural responses to stimuli in unattended regions [3].
Hence lesions in the brain can disrupt selective pro-
cessing of stimuli by affecting associative regions that
direct spatial attention and/or by affecting sensory
regions in which selection modulates neural activity.

Once sensory stimuli are selected, they must be
linked with the appropriate motor action (e.g. looking
or reaching). As multiple motor responses are poten-
tially available, the process of “stimulus–response
mapping” is also selective. Visual stimuli are coded
in visual cortex based on their retinal location, while
movements are coded in motor cortex in directional
coordinates, such as centered on the arm. This is the
well-known problem of frames of reference in sensory-
to-motor transformations. The brain’s solution is to
first integrate retinal information with eye position,
and then integrate this eye-centered representation
with other inputs (such as vestibular, proprioceptive,
or auditory) to create a viewer-centered map of the
environment that is used by the motor system to plan

actions. Different spatial maps may be used to guide
different kinds of actions (looking, reaching, grasp-
ing). For example, information about “far” space
may be used to optimize goal-directed behavior for
directing the eyes or turning the head toward a salient
feature in the environment, while information about
“near” space may be used for reaching with a hand
toward a desired object [4].

Spatial neglect: a model of attention
deficits after brain injury
Hemispatial neglect is the prototypical spatial atten-
tion deficit after focal brain injury. Patients with
neglect present with deficits in perceiving, responding
to, moving toward, visualizing, remembering, and
even conceiving of stimuli in the contralesional field
[5,6]. Patients with neglect may have difficulty visual-
izing the left side of a well-known mental image,
although the memory for both sides of that image is
preserved. These deficits point to a bias in sensory and
motor processing that favors stimuli on the right side
of the environment or of mental images (Figure 13.1).

Several subtypes of neglect have been proposed based
on the modality or frame of reference that is impaired.
We recently found that only 9 of 43 patients with acute
neglect showed clear signs of directional hypokinesia, a
difficulty in reaching toward contralesional stimuli, the
hallmark deficit of motor neglect [7]. In a longitudinal
analysis of neglect symptoms (n=61), deficits of lateral-
ized attention were far more severe than motor deficits
and tended to improve more in time [8]. Therefore,
lateralized deficits of attention/perception are the most
important for tracking recovery of neglect.

Neglect occurs in multiple reference frames. There
is strong evidence for deficits of attending/responding
to stimuli in both allocentric, i.e. with respect to the
environment, and egocentric, i.e. with respect to the
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observer, frames of reference [9]. Interestingly, deficits
are not mapped in retinal coordinates, the most com-
mon reference frame found in visual sensory areas,
consistent with the notion that core deficits of neglect
reflect intermediate representations, in which viewer-
centered coding is important, rather than sensory rep-
resentations [10].

A second cluster of deficits in neglect that are
clinically relevant have been termed “non-lateralized”
deficits of attention [11], including deficits of vigi-
lance/arousal and spatial/temporal capacity that gen-
eralize across the entire visual field. Many authors have
suggested that the alerting/arousal component of
attention is right hemisphere dominant, both when

an alert state is endogenously maintained and when
it is transiently increased by a warning signal [12].
Clinically, non-lateralized deficits are seen especially
in right hemisphere injured patients, who have lower
arousal and wider fluctuations in arousal than left
hemisphere patients. Heilman and colleagues sug-
gested the lateralization of arousal is related to the
lateralization of neglect, i.e. the observation that con-
tralesional neglect is more sustained and severe after
right than left hemisphere lesions [13]. In subjects with
spatial neglect after right hemispheric strokes, audi-
tory cues known to produce a change in phasic arousal
cause a significant, albeit transient, improvement of
spatial neglect [14].

Figure 13.1 The left upper panel shows performance of a patient with a right hemispheric lesion on a clock drawing task, where the patient
with left neglect draws more numbers on the right side of the clock than the left. The right panel illustrates performance on the Mesulam target
cancellation task, where the patient with left neglect cancels manymore symbols on the right than left side of the page. The bottompanel shows
that not all tests are equally sensitive to the presence of spatial neglect. Here, clock drawing and the Mesulam test are compared with a
computerized Posner task. In the Posner task, the patient fixates on a central cross that is flanked by two boxes. At the beginning of every trial an
arrow pointing left or right transiently replaces the fixation cross to indicate where the target will appear. After a variable interval, the target
appears either to the right or the left of fixation at which time the patient must make a button press. In persons with left spatial neglect, reaction
times are increased when the target appears in the left visual field. An analysis of the receiver operating characteristics of these tests reveals that
while all the tests were reasonably good at detecting the non-lateralized component of impaired attention, the computerized Posner task was
best at detecting the lateralized component of neglect, especially at the chronic stage [8].
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Anatomical basis of neglect
and related models
Neglect can arise from lesions in many cortical and
subcortical regions. An interesting study that com-
pared superior parietal and inferior parietal (or
temporo-parietal junction, TPJ) cortex damage on
tasks designed to measure shifts of spatial attention
to sensory stimuli reported problems only for TPJ
damage [15]. Other studies have reported neglect fol-
lowing lesions of inferior frontal cortex [16], middle
temporal gyrus and/or the temporo-parietal periven-
tricular white matter [17], parietal and anterior cingu-
late cortex and posterior white matter [18], superior
temporal gyrus [19], as well as subcortical regions such
as basal ganglia and thalamus [20] (Figure 13.2).
Overall, anatomical studies indicate that the most fre-
quently damaged cortical regions in unilateral spatial
neglect correspond to the ventral portion of the pari-
etal and frontal lobes and the superior temporal gyrus.

Several groups have attempted to identify the anat-
omy of different neglect subtypes [8,21,22]. The
distinction between perceptual/attention vs. motor/
intentional neglect, for example, has been mapped
onto parietal and frontal cortex, respectively [23–25],
although this distinction is variable at the behavioral
level and has not been tested using modern voxel-
based mapping methods.

Damage to white matter tracts connecting temporal,
parietal, and frontal cortex may be critical to the genesis
of neglect (Figure 13.2B). A CT/SPECT study by
Leibovitch [18] implicated lesions in the white matter
connecting the parietal and temporal lobes and the
parietal and frontal lobes, while Doricchi [26] reported
that lesions in 21 neglect patients showed a region of
maximal overlap in the superior longitudinal fasciculus
(SLF) beneath the supramarginal gyrus (SMG). He et al.
[27] reported that the SLF was damaged in patients with
more severe neglect, and electrical stimulation of the SLF
shifted the subjective midline during line bisection [28].
It has also been proposed that previous studies such as
those of Committeri et al. [21] and Karnath et al. [18]
may have overlooked a significant contribution from
SLF damage [29]. This evidence has led some authors
to re-cast spatial neglect as a disconnection syndrome
[29–31], in which a focal lesion results in the functional
isolation of cortical modules and dysfunctional activity
in regions that are structurally intact. Damage to several
distinct long-range fronto-parietal paths, including the
arcuate fasciculus (AF), SLF, inferior longitudinal

fasciculus (ILF), and fronto-occipital fasciculus (FOF)
has been proposed to underlie different types of neglect.

Several influential models based on anatomical
information have been proposed to account for the
behavioral deficits of hemispatial neglect. Both
Heilman and Mesulam proposed that neglect is medi-
ated by a distributed cortical/subcortical network for
spatial behavior in which different parts of the network
are specialized for different forms of neglect. The dis-
tinction between perceptual/attention andmotor/inten-
tional aspects of neglect was mapped onto the parietal
or prefrontal nodes of a fronto-parietal network for
spatial behavior and awareness, modulated in their
tone by the ascending reticular activating system
(ARAS). Mesulam also argued for the presence of
a motivational component in neglect localized to
the anterior cingulate [32] that affected parietal regions
through connections with posterior cingulate. While
Heilman emphasized right hemisphere dominance
of arousal/vigilance functions to partly explain the lat-
eralization of neglect [6], both authors also proposed
that the predominance of left neglect reflected an asym-
metric representation of space in posterior parietal and
frontal cortex (Figure 13.3, left panels).

Functional mapping studies of attention
and spatial neglect
Functional neuroimaging methods have shown that
regions involved in directing attention to spatial loca-
tions are localized in dorsal frontal and posterior pari-
etal cortex [33,34] and overlap regions involved in eye
movement planning/execution (frontal and parietal
eye regions) [35,36]. Dorsal fronto-parietal regions
contain topographic maps of contralateral space
[37–39], their activity is modulated by manipulation
of egocentric, but not object-centered, reference
frames [40], and they generate top-down signals that
bias sensory processing in visual regions [41,42].
These regions form a “dorsal attention network” that
controls stimulus–response selection both under goal-
driven and stimulus-driven conditions [43].

In the healthy brain, orienting to novel or behav-
iorally relevant stimuli presented outside the focus of
attention involves a second system whose core
regions include TPJ cortex and ventral frontal cortex
(VFC). This ventral network is “non-spatial” in the
sense that it responds equally well to stimuli pre-
sented on both sides of space and signals the pres-
ence of novel salient stimuli even when they do not
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require a shift of attention. The physiological
response of the ventral network may be related to
the activity of locus coeruleus (LC) neurons, with the
hemispheric asymmetry of the ventral network
reflecting a right>left projections from the LC to

the cortex [12,44]. During normal perception, the
dorsal and ventral attention networks interact, with
the ventral network acting as a “sentinel” to detect
important events, which are selected by the dorsal
network [43,44].

Figure 13.2 Numerous sites of right hemisphere injury have been associated with spatial neglect. (A) Summarizes cortical and subcortical gray
matter lesions associated with spatial neglect from studies where Talairach coordinates could be obtained. Coordinates from Committeri et al. [21]
were converted from MNI to Talairach coordinates using the Nonlinear Yale MNI to Talairach Conversion Algorithm available at http://www.
bioimagesuite.org/Mni2Tal/index.html. (B) Recent lesion studies implicating white matter tracts involved in hemispatial neglect. Some results
stem from the re-examination of previous studies of cortical damage that revealed concurrent damage to the underlying white matter as well, and
hence the contribution of this mechanism to the genesis of spatial neglect could not be completely ruled out. (B) is adapted from Bartolomeo et al.
[30] and reprinted here with permission from the authors and Oxford Journals.
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The physiological properties of dorsal and ventral
networks map onto the two major behavioral clusters
in neglect, namely rightward spatial bias and non-
lateralized deficits of vigilance/arousal and capacity
(Figure 13.3). The locus of attention seems to depend
on a competitive interhemispheric mechanism that
calculates the position of attention in space from the
relative gradient of activity between contralateral and
ipsilateral maps in dorsal fronto-parietal regions.
These physiological properties make the dorsal net-
work a prime candidate for mediating lateralized spa-
tial biases in neglect. Similarly, the properties of the
ventral network, i.e. absence of spatial topography,
modulation by behaviorally relevant and unexpected
targets, and by arousal/vigilance, map onto the non-
lateralized deficits of spatial neglect.

However, lesions causing neglect tend to occur ven-
trally in temporo-parietal and frontal cortex (see pre-
vious section), and typically spare dorsal fronto-parietal
regions involved in spatial attention and visuomotor
behavior. This sparing is problematic for the Heilman/

Mesulam model, in which structural damage to dorsal
spatial representations causes neglect. Furthermore,
lesions in dorsal parietal cortex cause visuomotor prob-
lems but do not cause neglect. We proposed the follow-
ing solution to this puzzle: structural lesions causing
neglect damage predominantly the ventral network, but
in addition produce physiological abnormalities in the
dorsal network due to faulty interactions with
the damaged ventral network (Figure 13.3B).

This hypothesis was tested in a longitudinal study
of neglect patients (n=11) with a first right hemisphere
stroke, tested at 2–4 weeks and again at 39 weeks post-
stroke [45]. Patients received fMRI scans while per-
forming the Posner spatial orienting task, which yields
separate behaviormeasures of rightward bias and non-
lateralized attention. As expected, structural lesions
occurred in perisylvian regions, with maximal damage
in the superior temporal gyrus, frontal operculum,
insula, and putamen. The TPJ, supramarginal gyrus,
and underlying white matter were also often involved.
This area of damage closely overlapped the ventral

Figure 13.3 Mesulam (left panels) and Corbetta and Shulman (right panels) models that propose differentmechanisms to account for the non-
lateralized and lateralized aspects of neglect. In this figure the degree of overall vigilance is represented by the density of visual field coverage in
the Mesulam model, and by the size of the crosshairs in the Corbetta Shulman model. Tonic bias is represented by a displacement of the
crosshairs to the right as well as a gradient of spatial representation favoring one side. (A) In the Mesulam model, the ascending reticular
activating system (ARAS) is crucial to maintaining overall attentional tone. The left parietal cortex houses a representation of the right side of
space (black triangles), but the right parietal cortex houses a representation for both left and right space (open circles). Damage to the right
parietal cortex (shaded region) results in impaired left representation of space, while left parietal damage can be compensated for by the right
parietal representation of both sides of space. (B) In the Corbetta and Shulmanmodel, there is a balanced interaction between the two halves of a
dorsal attention network (FEF, IPS, MT+ in black). It is modulated by a right dominant ventral attention network (TPJ, VFC in white) which
responds to novel unexpected stimuli and provides a circuit breaker signal (solid white arrow) that redirects the resources of the dorsal attention
network. The ventral attention network also appears to promote overall vigilance, possibly via asymmetric input from the locus coeruleus/
norepinephrine system. After a right hemisphere neglect-inducing stroke (shaded region), the right ventral network is often damaged and
deactivated resulting in decreased vigilance (smaller crosshairs) as well as decreased response to novel stimuli. In addition, this damage has
remote effects on the right hemisphere dorsal attention network, which is structurally intact but none the less relatively hypoactivated compared
to the left (larger arrow from left hemisphere). This relative hypoactivation alongwith unopposed orienting from the left hemisphere leads to the
commonly observed tonic rightward bias. In left hemispheric lesions there is little or no ventral attention network to disrupt, a weak tonic
deviation and only a mild decrease in vigilance attributable to non-specific effects of a brain lesion. (FEF: frontal eye fields; IPS: intraparietal sulcus;
MT+: middle temporal complex; TPJ: temporo-parietal junction; VFC: ventro-frontal cortex; LC/NE: locus coeruleus–norepinephrine system.)
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attention network but spared the dorsal network
(Figure 13.4, column A, note that the areas of right
hemisphere activation present in young adult controls
overlap with the right hemisphere lesion distribution
apparent in both the acute and the chronic stroke
neglect patients). Even though the dorsal network
was spared, there was a physiological imbalance of
task-evoked activity in dorsal parietal cortex acutely,
with stronger responses in left than right parietal cor-
tex (Figure 13.4, column B). Finally, the degree of left
dorsal parietal activation correlated with the severity
of spatial neglect as assessed by the number of missed
targets and response speed to targets in the left visual
field. These results suggest that acutely, left-field
neglect was caused by an imbalance in task-driven
responses in posterior parietal cortex that resulted in
a decreased and less specific response to stimuli in
right visual cortex, presumably because of decreased
top-down drive from parietal to occipital areas.

The demonstration that physiological abnormalities
in task-evoked activity in the structurally undamaged
dorsal attention network are partly responsible for
mediating lateralized biases of attention was further
supported by the observation that recovery of spatial
neglect at 39 weeks paralleled the rebalancing of left and
right parietal responses (Figure 13.4, Column B).
Consistent with the prediction that ventral network
damage correlates with non-lateralized deficits of
neglect, activation of the ventral network was correlated
with the speed of detection irrespective of visual field.

In summary, this experiment supports the hypoth-
esis that acutely, spatial neglect is caused by structural
damage to the ventral network and the parallel physio-
logical dysfunction of the structurally intact dorsal
attention network, and that the mechanism responsible
for the lateralized spatial bias is an interhemispheric
imbalance of activity in cortical regions involved in
spatial orienting.

Figure 13.4 For the color version of this figure, see the Plate section. Acutely after stroke there is (A) a reduction of evoked BOLD activity in both
hemispheres as compared to young adult controls, (B) a marked imbalance of evoked BOLD activity between the two hemispheres, (C) a loss of
interhemispheric coherence of spontaneous BOLD activity between core regions of the attention network, and (D) impaired spatial
performance. In the chronic state, there is a reactivation of evoked BOLD activity, rebalancing of relative activity between left and right posterior
parietal cortex, return of spontaneous BOLD coherence, and behavioral improvement. A striking findingwas that activity of the left dorso-parietal
cortex was relatively stronger at the acute stage, but this imbalance decreased at the chronic stage when the right dorso-parietal cortex had
reactivated. This “push–pull” pattern was detected in the IPS-SPL and visual cortex, but not in the FEF or TPJ. The relative contributions of
interhemispheric imbalance versus loss of spontaneous BOLD coherence to behavioral deficits remain to be determined. Whether a similar
pattern of recovery might apply to other bihemispherically represented systems is still unknown. (SMCX: somatomotor cortex; DLFPC:
dorsolateral prefrontal cortex; IPS/SPL: intraparietal sulcus/superior parietal lobule; TPJ: temporo-parietal junction; SMG: supramarginal gyrus;
STG: superior temporal gyrus; FEF: frontal eye fields; IFG: inferior frontal gyrus.)
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Biases in spatial orienting are also tonically present
at rest, as evidenced by tonic attentional and oculomo-
tor biases to the right visual field [46,47]. Interestingly,
tonic biases are also observed in the resting-state corre-
lation of the BOLD signal between brain regions.
Studies in normal subjects have shown that spontane-
ous fluctuations of the BOLD signal, measured at rest,
are more highly correlated between brain regions that
belong to the same functional network [48]. Resting-
state interregional correlations may indicate the func-
tional “health” of different anatomical networks without
the confounds introduced by differences in task per-
formance between individuals. He et al. [27] studied the
same neglect subjects as Corbetta et al. [45], but
removed the mean task-evoked response, and analyzed
the residuals containing the intrinsic (not task-driven)
signals from different regions of the brain. At 2 weeks,
the normally high correlation between left and right
dorsal parietal cortex was disrupted and the degree of
incoherence correlated with the severity of left spatial
neglect (Figure 13.4C). In parallel, incoherence between
temporal and prefrontal regions in the ventral network
correlated with poor performance in both visual fields.
As subjects improved, at 39 weeks, the coherence in the
dorsal network but not the damaged ventral network
increased toward normal levels. Importantly, the degree
of incoherence between ventral prefrontal and dorsal
parietal network regions correlated with the degree of
neglect, and this physiological imbalance in turn
depended on the presence of white matter damage in
the superior longitudinal and arcuate fascicles connect-
ing anterior to posterior brain regions. Recently, these
results have been confirmed and generalized under
resting-state conditions for the entire attention network,
and a similar resting-state relationship has been
observed between interhemispheric coherence of a
motor network and motor impairments [49].

These findings show that focal lesions can result in
dysfunction at remote sites through interference with
the normal physiological baseline of the brain.
Neurological syndromes observed at the bedside do
not just reflect the functions of local, structurally dam-
aged regions, but also the effects of this damage on the
physiology of distributed brain networks.

Recovery from neglect after stroke
Left hemispatial neglect is a common result of right
hemispheric stroke, although right neglect from left
hemispheric stroke has also been reported.
Spontaneous recovery from neglect after stroke does

occur, but time courses for recovery vary by patient
age, affected modality and diagnostic test [8,50–52].
Many studies have clearly shown that hemispatial
neglect is a poor prognostic factor for overall improve-
ment during acute rehabilitation, maximum level of
recovery, and return to independence [53].

Only a handful of experiments have examined the
neural correlates of neglect recovery, probably due to
the challenges inherent to longitudinal studies. Deuel
[54] induced neglect inmonkeys with frontal or parietal
lesions and found remote hypometabolism in structur-
ally undamaged areas. Reduction of hypometabolism
was correlated with behavioral improvement. The ear-
liest human brain mapping studies of spontaneous
recovery from neglect confirmed the importance of
reactivation of previously damaged areas in the right
hemisphere [55]. For example, in a SPECT study of
cerebral blood flow in two neglect patients studied
within one month and then again after one month,
Vallar et al. [56] found that recovery from neglect
after a subcortical lesion was associated with a reduction
in cortical hypoperfusion in the damaged hemisphere.
Hillis [57] recently showed that in an individual subject,
fluctuations in performance on a task of visuospatial
attention are correlated with levels of cerebral perfusion
in acute stroke, but large-scale longitudinal studies of
cortical perfusion and neglect at the acute and chronic
stages have not been performed.

Corbetta et al. studied neglect subjects (N=11) with
fMRI scanned at 2–4 weeks and then again at 39 weeks
with a Posner spatial orienting task [45] and reported
bilateral depression at the acute stage in both hemi-
spheres that improved over time. Similar observations
were reported in fewer patients by Pizzamiglio et al.
[58] and Thimm et al. [59]. The bilateral depression
observed in neglect may reflect an overall loss of cort-
ical responsiveness possibly associated with decre-
ments in arousal/vigilance, and lack of cortical
modulation by noradrenaline/dopamine. So far this
bilateral reactivation has not been correlated with spe-
cific improvement in behavioral measures. One pre-
diction is that this bilateral reactivation may correlate
with measures of non-lateralized attention.

Corbetta and colleagues have also reported that
interhemispheric normalization of task-driven
responses and resting-state coherence in parietal
regions of the dorsal attention network occurs from
acute to chronic stage. In patients with anatomical
sparing, task-driven response can also recover in the
TPJ, the core region of the ventral attention network,
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and relate specifically to the recovery of reorienting to
visual targets [45,27].

In summary, the best available evidence indicates
that spatial neglect recovery depends both on an over-
all reactivation of task-driven activity in both hemi-
spheres, as well as on a rebalancing of activity across
the two hemispheres in regions involved in controlling
attention. Whether these changes are predictive or
correlate with functional recovery remains to be seen.

Treatment of neglect and
neuroimaging
Some studies have investigated the effects of various
therapeutic manipulations on both behavioral per-
formance and brain activation in neglect patients.
Luaute et al. [60] and Barrett et al. [61] recently
reviewed the most promising therapeutic interven-
tions, including top-down approaches such as visual
scanning therapy and the use of mental imagery, feed-
back training to reduce anosognosia, sensory stimula-
tions that recalibrate spatial coordinate frames, and
bypass language-mediated attentive learning such as
vestibular stimulation, neck muscle vibration and
optokinetic (OPK) stimulation, limb activation in the
left hemispace, and prism visuomotor adaptation. Few
brain mapping studies have correlated changes in pat-
terns of activity with any of these interventions [52].

Thimm et al. [62] studied behavioral and neuro-
imaging changes in seven chronic neglect patients with
right hemisphere lesions and stable deficits in response
to computerized alertness training. Training was per-
formed using the AIXTENT program in which the
subject drives a car that is heading from the left side
to the right side of the computer screen. Using just two
buttons (one to accelerate and one to stop), subjects
were instructed to drive as rapidly as possible while
avoiding collisions. After training, increased evoked
activity was observed in the right superior and middle
frontal gyrus, medial frontal and anterior cingulate
cortex, angular gyrus, and precuneus, consistent with
reactivation within the right-hemisphere attentional
network. A similar pattern was reported for the left
hemisphere, but only increased left middle frontal
gyrus activity was associated with improved spatial
attention. Four weeks after completion of training,
spatial attention behavior returned to pretraining
baseline and only increased activations of left temporal
and parietal areas and lingual gyrus remained.

Luaute et al. [63] performed a behavioral and PET
study of five subjects with chronic left neglect to study

the effect of prism adaptation, a promising method for
the treatment of neglect based on the occurrence of a
leftward subjective shift of the midline following right-
ward prism adaptation. Subjects performed a line bisec-
tion judgment task in the scanner, underwent prism
treatment with repeated rapid pointing responses, then
repeated the line bisection task in the scanner. The
authors found that improvement of left neglect after
prism adaptation was correlated with modulation of
neuronal activity in the right cerebellum, left thalamus,
left temporo-occipital cortex, right posterior parietal
cortex, and left medial temporal lobe.

Optokinetic stimulation (OKS) is another visuo-
sensory-motor intervention whose imaging correlates
have been investigated. Subjects view a stimulus pat-
tern of 30–70 random dots moving coherently from
right to left and are encouraged to repeatedly track the
dots with smooth pursuit movements and then sac-
cade back to the right side of the screen [64]. In an
fMRI study of seven patients with chronic neglect who
received this therapy, Sturm et al. found that transient
behavioral improvements were associated with bilat-
erally increased activations in posterior cingulate
gyrus and precuneus as well as left hemisphere activa-
tions in angular gyrus and temporo-occipital areas
(BA 22) [65]. The authors noted that these regions
were more posteriorly located than areas implicated
in the alertness training paradigm discussed above.

Future directions
The debate over the neuroanatomical basis of visuospa-
tial neglect continues. Progress may come from more
consistent definitions of the different subtypes of
neglect, normalization of diagnostic tests for neglect,
and restriction of study populations to specific types of
neglect. However, defining neglect subtypes solely on
behavior may overlook common underlying mecha-
nisms, such as the destruction of internal representa-
tions, impaired read-out of specific representations, or
impairment of a specific sensorimotor transformation.
The studies reviewed above clearly show that future
studies must not be confined to conventional structural
imaging techniques, given the growing evidence for
physiologic dysfunction remote from the site of struc-
tural damage and the importance of white matter con-
nections between distant cortical areas. Different
patterns of structural damage may lead to similar pat-
terns of network dysfunction, just as seemingly unre-
lated enzymatic deficits along the same metabolic
pathway can lead to the same syndrome.
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To fully chart the course of brain reorganization of
attention systems after injury, well-controlled longitu-
dinal studies are needed, as it is likely that different
processes take place at the acute, subacute, and chronic
stages. However, because neuroimaging is a correla-
tional technique, imaging alone cannot answer such
questions about whether newly recruited regions con-
tribute to recovery or are maladaptive and contribute
to further deficits. Interventional techniques such as
transcranial magnetic stimulation (TMS) may signifi-
cantly constrain conclusions drawn from brain map-
ping studies, allowing us to distinguish between these
two possibilities for specific brain regions.

Clinically, research that maps the effects of differ-
ent interventions on the recovery from neglect is
highly important. Unfortunately, rehabilitation sci-
ence historically has been plagued with difficulties in
developing hypothesis-driven interventions, as well as
showing that interventions have effects beyond those
attributable to spontaneous recovery. Moreover, the
majority of the behavioral improvements reported to
date have been transient. Neuroimaging of the overlap
between areas implicated in attention processes and
other sensorimotor networks, such as those responsi-
ble for visuomotor adaptation or vestibular function,
may reveal networks that can be used as a “back door”
mechanism for modulating the damaged attention
network (i.e. via prism adaptation, optokinetic stim-
ulation, or vestibular stimulation). The interpretation
of neuroimaging changes during recovery is compli-
cated by significant performance confounds, although
this problem can be mitigated using approaches such
as resting-state functional connectivity MRI. It seems
unlikely that any one brain mapping technique used in
isolation will provide a conclusive picture of attention
network reorganization after stroke. Rather, the con-
vergence of multiple approaches including structural
MRI, fMRI, PET, and TMS is necessary for a more
complete understanding of the determinants of overall
network health and integrity after brain damage.
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14 Depression and its effects after stroke
Thomas Platz

Description
Emotional symptoms are probably among the most
ignored impairments in stroke patients. Depressive
symptoms, anxiety, anger and inadequate anger con-
trol, fatigue, alexithymia or unawareness of emotions,
emotionalism, and pathological crying or laughter are
signs and symptoms that can frequently be encountered
in stroke victims. Reported changes in personality after
stroke include reduced patience and increased frustra-
tion, reduced confidence, more dissatisfaction, and a
less easy-going nature. The descriptive picture would
not be complete if one did not consider the impact of
the disease, stroke, on family caregivers of stroke
patients. Anxiety, depression, and poor physical health
are common sequelae among family caregivers of
stroke survivors. Emotional symptoms impact many
aspects of stroke recovery in humans, as described
below, and so represent a dimension of post-stroke life
that is incompletely captured in animal models.

While this chapter will primarily focus on depres-
sion and its effects after stroke, the broader perspective
of post-stroke emotional disorders is kept in mind;
comments on other emotional disorders will amend
and contribute to the picture of cause and effects of
depression after stroke.

Diagnosis
One important challenge in neuropsychiatry is how to
diagnose depression in patients with acute brain lesions,
since there may be an overlap between symptoms of
depression and signs associated with the neurological
disease. The diagnosis of a depressive syndrome should
be made using standardized diagnostic criteria for
mood disorders due to neurological disease such as in
the DSM-IV or the ICD-10. The best approach is to
assess the presence of depressive symptoms using
semi-structured or structured psychiatric interviews

such as the Present State Exam, the Structured Clinical
Interview for DSM-IV (SCID), or the Schedules for
Clinical Assessment in Neuropsychiatry.

Most studies in acute and chronic neurological
disorders demonstrated the specificity of both auto-
nomic and psychological symptoms for the syndrome
of depression.

Symptom profiles and thereby the validity of clin-
ically rated DSM-IV depressive symptoms were inves-
tigated in stroke patients suffering from (1) major
depressive disorder, (2) minor depressive disorder,
and (3) those free of any neuropsychiatric disorders
[1]. First-ever stroke patients (N=200) were approached
within 3 months of the acute stroke and were
interviewed with the SCID-P and administered the
Hamilton Depression Rating Scale (HDRS) and
the Beck Depression Inventory (BDI) among others.
The only symptom that did not differ among patient
groups (1–3) was Feelings of Guilt; all the other eight
DSM-IV symptoms were significantly different. In par-
ticular, the frequency of Depressed Mood, Diminished
Interest or Pleasure, Fatigue or Loss of Energy,
Insomnia, and Psychomotor Agitation/Retardation
was higher in minor depressive disorder patients than
in those free of any neuropsychiatric disorders.

Depression rating scales may be used to rate the
severity of depression and to monitor its changes over
time, e.g. with antidepressant treatment. Several diag-
nostic instruments are in use to identify emotional
symptoms in patients who suffer from stroke. Of these,
clinician-administered are the Hamilton Depression
Rating Scale (HDRS) and the Montgomery–Asberg
Depression Rating Scale (MADRS); self-rating scales
are the Beck Depression Inventory (BDI), the
Center for Epidemiological Studies – Depression Scale
(CES-D), the Zung Self-Rating Depression Scale, the
Geriatric Depression Scale (GDS), and the Hospital
Anxiety and Depression Scale (HADS).
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Aphasia and other cognitive impairments may
sometimes make these instruments difficult to use.
Nevertheless, depression diagnosis (DSM-IV) and
severity rating (MADRS) can reliably be made in the
acute phase in at least two-thirds of aphasic patients, and
feasibility increases over time [2]. Otherwise, the Stroke
Aphasic Depression Questionnaire (SADQ) (completed
by a spouse or a caregiver; also validated for aphasic
patients in the hospital, completed by the nurse) [3] or
the Aphasic Depression Rating Scale (ADRS) (validated
for the evaluation of depression by the rehabilitation
team) [4] can be recommended for screening purposes.

Frequency and evolution

Incidence and prevalence of post-stroke
depression
Depression occurs in 20–40% of stroke patients. Other
emotional symptoms commonly described include
anxiety (20–30%), emotional instability (10–25%), cri-
sis reaction (20%), and reduced initiative and fatigue
(50–70%) [5].

An Australian cohort study assessed the frequency
and correlates of depression at 3 and 15 months after
stroke. A total of 164 consecutive eligible stroke
patients and 100 comparison subjects received exten-
sive medical, psychiatric, and neuropsychological
assessments. Comprehensive assessments included
ratings for DSM-IV major or minor depression at
3–6 months (index assessment) and 15 months
(follow-up assessment) after stroke. Major or minor
depression was present in 12.0% of stroke patients at
index assessment and in 20.7% at follow-up, which
included 18 new cases (13.4%) [6].

The Italian multicenter observational DESTRO
study included from a total of 53 centers 1064 consec-
utively admitted patients with ischemic or hemorrha-
gic stroke who were then periodically assessed in the
first 9 months after the event. Patients with depression
were followed for two years [7]. Post-stroke depression
was detected in 383 patients (36%), most of whom had
minor depression (80.17%), with dysthymia, rather
than major depression and adaptation disorder.
About 80% of these developed their depression within
three months of the stroke. Cases with later onset
tended to have less severe symptoms.

A Swedish study investigated the risk of depression
in elderly patients one and a half years after stroke, and
compared it to the risk in a population-based control
sample [8]. One hundred and forty-nine elderly stroke

survivors and 745 age- and sex-matched controls from
the general population were examined with semi-
structured psychiatric examinations and cognitive
assessments. Diagnoses were made according to
DSM-III-R. The frequency of depression was 34% in
stroke patients and 13% in population controls (odds
ratio, 3.4; 95% CI, 2.3–5.0). The risk of depression was
increased in both men and women and in all age
groups, but was not related to the predominant side
of stroke symptoms.

When patients with post-stroke depression were
assessed 1 month and 6 months after stroke, commu-
nication impairment was found to be a strong predic-
tor of depression severity and prognosis [9].

In a cohort study with 145 patients, self-rated
health was rated as very good or rather good by 62%
at 3months after stroke, and by 78% at 12months after
stroke. Nevertheless, more than half of the patients
suffered from symptoms of depression, with no sig-
nificant improvement at 12 months. The most com-
mon general symptoms at 3 months after stroke were
fatigue, sadness, pain in the legs, dizziness, and irrita-
bility. Fatigue and sadness were still common at
12 months [10].

Frequency of other post-stroke emotional
symptoms
Anxiety symptoms had been found to be more fre-
quent than depressive symptoms in the acute stage of
ischemic stroke using the Hospital Anxiety and
Depression Scale (HADS) between days 3 and 7 after
admission to the stroke unit: 26.4% of 178 patients
suffered from anxiety symptoms, 14.0% from depres-
sive symptoms, and 7.9% from both during this early
stage [11]. Similarly, in another study both patients
and caregivers were found to be more anxious than
depressed at one year post-stroke [12]. Anxiety symp-
toms were associated with single marital state and a
low Mini Mental State Examination (MMSE) score,
whereas depressive symptoms were related to a low
Barthel Activities of Daily Living index (BI). In a
further cohort study, anxiety remained stable over 3
years post-stroke and was best predicted by prior,
early, anxiety, and female gender [13].

The incidence of anger had prospectively been
screened in 202 consecutive acute stroke patients
(< or = 4 days) using 8 items from 3 psychiatric scales
(Catastrophic Reaction Scale, Mania Rating Scale, and
Comprehensive Psychopathological Rating Scale)
[14]. Anger was considered present if the patient
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scored in at least one item. Anger was detected in 71
(35%) patients, and 26 of these were severely angry
(> or = 4 points). There was no association between
anger and the considered variables. Analysis of the
items extracted two factors: (i) the emotional-
cognitive and (ii) the behavioural components of
anger. Using the 10-item Spielberger Trait Anger
Scale, another study interviewed 145 patients with
stroke regarding inability to control anger or aggres-
sion (ICAA) [15]. ICAA was present in 47 patients
(32%) and was closely related to motor dysfunction,
dysarthria, emotional incontinence, and lesions affect-
ing frontal–lenticulocapsular–pontine base areas.

Post-stroke fatigue is distinct from depression in
many instances. It is especially disabling and frustrat-
ing in that it typically involves patients with total or
near-total neurological recovery, who should have
been able to go back to their previous activities but
who become severely disabled because of early and
persisting exhaustion [16]. A related symptom com-
plex revolves around unawareness. Unawareness may
have different forms, such as anosognosia, neglect, and
alexithymia or unawareness of emotions. Despite the
strong comorbidity rate among the different forms of
unawareness, there are patients who suffer from pure
forms of these types of lack of awareness [17].

Post-stroke personality changes as reported by the
patients’ main carer at 9 months after the stroke were
reduced patience and increased frustration, reduced
confidence, more dissatisfaction, and a less easy-
going nature [18].

Cause and effect
The interaction between depression and stroke is com-
plex and the pathophysiological mechanisms have not
as yet been fully elucidated, although an interaction
between genetic, biochemical, anatomical, and espe-
cially psychosocial factors may be important in post-
stroke depression development.

Epidemiological reasoning
Depression as a risk factor for stroke
Presence of depressive symptoms has been shown to
be a strong risk factor for stroke in men [19,20];
greater depressive symptoms are associated with an
increase in the risk of all-cause and, more specifically,
cerebrovascular disease mortality in men [21].

A prospective cohort study was conducted on 4120
Framingham Heart Study participants aged 29–100

years with up to 8 years of follow-up and sought to
examine whether depressive symptoms are associated
with an increased risk of cerebrovascular events in a
community-based sample [22]. In participants < 65
years, the risk of developing stroke/transient ischemic
attack (TIA) was 4.21 times greater in those with
symptoms of depression. After adjusting for compo-
nents of the Framingham Stroke Risk Profile (hazard
ratio = 3.43, 95% CI = 1.60–7.36) and education (haz-
ard ratio = 4.89, 95% CI = 2.19–10.95), similar results
were obtained. In subjects aged 65 and older, depres-
sive symptoms were not associated with an increased
risk of stroke/TIA. Taking antidepressant medications
did not alter the risk associated with depressive symp-
toms. Depressive symptoms were thus an independent
risk factor for incident stroke/TIA in individuals < 65
years.

However, in very elderly persons residing in a
continuing-care retirement community (N = 181),
controlling for demographic factors, both depression
and the number of cardiovascular risk factors
(CVRFs) at baseline were strongly predictive of stroke
[23]. Depression accounted for 12% of the variance in
stroke incidence, beyond the contribution of CVRFs.

Thus, pre-existing depression increases the risk for
stroke.

Causes of post-stroke depression (and fatigue)
As mentioned above, in the Italian multicenter obser-
vational DESTRO study, a total of 53 centers consec-
utively admitted 1064 patients with ischemic or
hemorrhagic stroke and assessed them periodically in
the first 9 months after the event [7]. Risk factors for
post-stroke depression were a history of depression,
severe disability, previous stroke, and female gender,
but not the type or site of the vascular lesion.

The relevance of established risk factors for depres-
sion in the community (such as female gender, prior
personal history of depression, positive family history
of depression, and somatic comorbidity other than
stroke) and five potential disease-related risk factors
(disability, cognitive deterioration, inter- and intra-
hemispheric lesion location, and generalized vascular
damage on computed tomography (CT) scan) were
assessed in a multivariate prediction model for depres-
sion in the first year after stroke. The four general risk
factors for depression in the community constituted a
valid model to predict depression in stroke patients. Of
the disease-specific factors, only incorporation of “dis-
ability” in this model improved its significance [24]. In
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the subacute to chronic phase, the causal contribution
of stroke-specific factors may therefore be less than
might be assumed.

Significantly higher correlations between self-
esteem and mood ratings were noted in stroke patients
as compared to healthy controls. Thus, lower self-
esteem ratings do not appear to be a byproduct of
depressive mood. Self-esteem is negatively impacted
by stroke and is strongly, but independently, associ-
ated with depressive mood [25].

Genetic aspects seem to play a role in modifying
the association between incident stroke and depres-
sion, as has been shown for the brain-derived neuro-
trophic factor (BDNF) gene val66met polymorphism.
Five hundred community residents aged > 65 years
without stroke or depression at baseline were re-
evaluated after 2 years [26]. The association between
incident stroke and depression was strengthened pro-
gressively with increasing numbers of met alleles, and
was only significant in subjects with the met/met geno-
type after adjustment for disability and cognitive
function.

In conclusion, genetic aspects, post-stroke disabil-
ity, self-esteem, and certain established risk factors for
depression in the community such as female gender
and prior personal history of depression each increase
the risk for post-stroke depression.

What increases the risk for post-stroke fatigue? A
cross-sectional study with 220 consecutive outpatients
at an average of 15 months after the onset of stroke
assessed the presence of pre- and post-stroke fatigue,
post-stroke depression, as well as various other factors
[27]. One hundred and twenty-five patients (57%) had
post-stroke fatigue, 83 (38%) had pre-stroke fatigue,
and 53 (24%) had post-stroke depression. The impact
of post-stroke fatigue on patients’ daily activities was
more severe in the physical domain as compared with
the psychological or cognitive domains. Multivariate
analyses showed that the presence of pre-stroke fatigue
(OR 33.5), a high modified Rankin scale (OR 3.3), and
post-stroke depression (OR 2.7) were independently
associated with post-stroke fatigue. Thus, pre-stroke
fatigue was the most important factor related to post-
stroke fatigue in this study.

Associations with post-stroke depression
Early after stroke (within 3 weeks after a first-ever
symptomatic stroke), moderate or severe symptoms
of depression had been shown to be associated with a
specific pattern of cognitive impairment (memory,

visual perception, and language), lesion size (but not
lesion location), and functional status (Barthel Index,
Rankin scale) [28].

A cohort study examined prevalence of depression
and anxiety as well as the relationships of age, gender,
hemisphere of lesion, functional independence, and
cognitive functioning (i.e. memory, attention/impul-
sivity, cognitive speed) to depression and anxiety at 3
months post-stroke in 73 individuals [29]. Prevalence
of moderate to severe depression and anxiety in the
sample were high (22.8 and 21.1%, respectively), with
comorbidity in 12.3% of cases. In the regression analy-
sis, 74.6% of the variance in depression was explained,
with significant relationships between increased
depression and younger age, reduced cognitive speed,
poorer verbal memory, left hemisphere lesion, and
increased impact of interference (Stroop ratio).
Having a left-sided hemispheric lesion also contrib-
uted to the statistical prediction of anxiety, as did
cognitive speed, explaining 50.7% of the variance.
While age and side of hemispheric lesion contributed,
cognitive performance explained the greatest propor-
tion of variance in both depression and anxiety (51.3
and 38.5%, respectively).

These findings suggest that in the subacute phase
of stroke cognition and mood are linked over and
above physical independence.

Causes for the evolution of depression after stroke
In the Swedish national quality assessment register
(Riks-Stroke), 15 747 stroke survivors were recorded.
They were asked about depressivemood and antidepres-
sant treatment 3 months after stroke. At 3 months after
stroke, 12.4% of male and 16.4% of female stroke survi-
vors reported that they always or often felt depressed. In
a multiple logistic regression model, female gender, age
younger than 65 years, living alone, having had a recur-
rent stroke, being dependent on others, and institutional
living 3 months after stroke were independent predic-
tors of self-reported depression [30].

The strength of religious beliefs has also been
shown to influence the ability to cope after a stroke
event, with stronger religious beliefs acting as a possi-
ble protective factor against emotional distress [31].

The aim of another cohort study of stroke patients
admitted for rehabilitation was to identify factors that
are significantly related to depression in chronic stroke
patients, years after stroke onset [32]. A total of 165
first-ever stroke patients over 18 years of age were
assessed at 1 and 3 years post-stroke. At 3 years
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post-stroke, 19% of the patients were depressed.
Multivariate logistic regression analysis showed that
depression at 3 years post-stroke was predicted by
1-year instrumental activities of daily living (ADL)
and fatigue. Sensitivity of the model was 63%, while
specificity was 85%.

A further cohort study assessed the correlates of
depression at 3 and 15months after stroke with a focus
on dementia and vascular brain pathology. In a total of
164 consecutive eligible stroke patients, depression
was not associated with age, intellectual decline prior
to stroke, or side or severity of stroke [6]. Patients who
experienced a TIA or stroke during the follow-up, who
had developed dementia by 3 months, or who were not
living with a relative or partner were more likely to be
depressed at follow-up. Dementia at 3 months pre-
dicted depression, but the reverse did not hold.
Depression therefore seemed related to cumulative
vascular brain pathology rather than side and severity
of single strokes. Fatigue, development of dementia,
being dependent on others, living alone, institutional
living, as well as recurrent stroke (or TIA) had a
negative influence on the evolution of depression
after stroke.

Effects of post-stroke depression
In a 6-month prospective cohort study of 141 post-
acute stroke patients, demographic and clinical data
on admission, and neurological, cognitive, depressive
symptoms, and functional variables on admission and
at 6 months after stroke were measured. Multivariate
analysis indicated that greater magnitudes of func-
tional recovery (Barthel Index change score) were
achieved by patients with better baseline depressive
symptoms and improvement over time. Functional
recovery was not related to baseline cognitive status
or its improvement, however [33]. These data sug-
gested that depressive symptoms early after stroke
are inversely related to functional recovery that again
is improved when depressive symptoms improve, sug-
gesting an independent causal role for depression in
limiting functional recovery.

Previous mood disorder, an independent predictor
of post-stroke depression [34], also reduces the odds of
favorable outcome: among stroke patients who sur-
vived hospitalization, those with pre-existing depres-
sion had significantly higher odds of being discharged
to an institution instead of their home than
did patients without any pre-existing mental health
condition [35].

Neuroscience reasoning
Neuroimaging evidence
To investigate age-related white matter changes on
magnetic resonance imaging (MRI) as an independent
predictor of depressive symptoms at 1 year, after con-
trolling for known confounders, a pan-European mul-
ticenter study followed 639 older adults without
significant disability and assessed MRI white matter
changes as well as demographic and clinical variables
that included cognitive scores, quality of life, disability,
and depressive symptoms. Clinical assessments were
repeated at 1 year. Using logistic regression analysis,
severity of white matter changes at baseline was shown
to independently and significantly predict depressive
symptoms at 1 year after controlling for baseline
depressive symptoms, quality of life, and worsening
disability [36]. Thus, white matter changes (independ-
ent of stroke) pre-dated and were related to the devel-
opment of depressive symptoms, suggesting the
possibility of an organic cause.

Some studies have suggested that post-stroke depres-
sion and anxiety are specifically related to organic
lesions in the anterior parts of the left hemisphere.

To test the independent effects of lesion location
(left hemisphere, anterior region) and of co-occurring
generalized vascular damage on the development of
depression in the first year after ischemic stroke, while
other risk factors for depression were controlled for,
190 patients with a first-ever, supratentorial infarct
were followed up for 1 year [37]. CT was performed
in the acute phase of stroke, while in 75 patients an
additional MRI scan was also available. Negative
results appeared from one overall, multivariate analy-
sis including variables of both focal and generalized
vascular brain damage, as well as other non-cerebral
risk factors. In addition, level of handicap and neuroti-
cism were independent predictors of depression in this
cohort. A biopsychosocial model including both pre-
morbid (prior to stroke) vulnerability factors, such as
neuroticism and (family) history of depression, as well
as post-stroke stressors, such as level of handicap,
could be substantiated as risk factors in this predictive
model while lesion location (left hemisphere, anterior
region) or co-occurring generalized vascular damage
could not.

However, other studies support a possible contribu-
tion of lesion site to depression onset. When 70 patients
with a single brain infarct on MRI were studied
3 months after ischemic stroke by a standardized
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protocol that detailed side, site, type, and extent of the
brain infarct, as well as severity of white matter lesions
and brain atrophy, it could be shown that affected
structures of the frontal–subcortical circuits, i.e. the
pallidum and caudate, especially on the left side, pre-
disposed stroke patients to depression (diagnosed by
DSM-III-R and DSM-IV criteria) [38]. Note too that
the size of the infarcts at these sites was larger among
depressed patients. Using a logistic regression analysis,
the authors found that a brain infarct that affected the
pallidum was a strong independent MRI predictor for
post-stroke depression (odds ratio = 7.2).

Further, a meta-analysis of the correlation between
severity of depression following stroke and proximity
of the lesion to the frontal pole showed that there was a
significant inverse correlation between severity of
depression and distance of the lesion from the frontal
pole among 163 patients with left hemisphere stroke,
but not among 106 patients with right hemisphere
stroke [39].

Any role of specific sites of brain lesion in the
development of post-stroke depression might be fur-
ther modified by the specific constellation of the indi-
vidual neuropsychiatric post-stroke disorder.

In a study with 243 stroke patients the severity of
affective depression (Zung Self-rating Depression Scale
scores) was associated with left frontal lobe (but not
basal ganglia) damage, while that of apathetic depres-
sion (Apathy Scale scores) was related to damage to the
bilateral basal ganglia (but not to the frontal lobe) [40].

In a separate study, stroke patients who had both
post-stroke depression and an executive dysfunction,
i.e. a depression–dysexecutive syndrome, were studied.
Examination included neurological, psychiatric, and
neuropsychological examination carried out 3 months
after ischemic stroke, and included an MRI to evaluate
brain infarcts, white-matter changes, and brain atrophy.
These 21 patients with depression–dysexecutive syn-
drome had significantly more brain infarcts affecting
their frontal–subcortical circuit structures than the 137
patients without depression–dysexecutive syndrome, or
the 41 patients with depression but without executive
dysfunction [41]. Patients with depression–dysexecutive
syndrome also had more severe depressive symptoms
and worse psychosocial functioning, and they coped less
well in complex activities of daily living.

In addition, right hemisphere damage can influence
the presentation of depressive disorders ensuing after
stroke by disrupting emotion processing mechanisms.
Compared to dysphoric depression, nondysphoric

depression (i.e. depressive ideation without endorse-
ment of sad emotions) in acute stroke patients showed
more frequent right anterior hemisphere lesions. The
location of damage suggested that nondysphoric
depression may be a special presentation of depressive
disorder following stroke in which right hemisphere
damage limits the apprehension of personal emotional
changes [42].

The frontal midline structures have been demon-
strated by functional neuroimaging to be involved in
the affective control of human behavior. A case study
documented a patient with a right anterior cingulate
infarct who presented with an alexithymia-like
disorder [43].

Inability to control anger or aggression (ICAA)
had been shown to be associated with lesions affecting
frontal–lenticulocapsular–pontine base areas [15].

Thus, there might be reason to assume that studies
that failed to demonstrate an association between
lesion side and site and post-stroke depression might
have reached their conclusions in some instances
because the anatomical correlates of post-stroke
depression differ depending on the specific presenta-
tion of post-stroke depression (e.g. affective, nondys-
phoric, or apathetic). As a notion of caution it must,
however, be stated that the above-mentioned evidence
assessed only a subset of aspects and that this hypoth-
esis requires validation in a pooled multivariate
analysis.

The serotonergic system
There is some evidence that points to a role of the
serotonergic system in post-stroke depression.

Variations of serotonin transporter-linked pro-
moter region (5-HTTLPR) functional polymorphism
were assessed in 26 stroke patients with major depres-
sion and in 25 unrelated nondepressed stroke subjects.
The findings indicated a significant association
between 5-HTTLPR short variant genotype and post-
stroke major depression [44].

The intensity dependence of the auditory-evoked
potentials (IDAP) is inversely related to serotonergic
tone. The linear amplitude/stimulus intensity function
(ASF) slope, by measuring the peak-to-peak amplitude
of Nl-P2, was found to be markedly increased in stroke
patients compared with controls; while stroke patients
with depressive symptoms had a significantly steeper
ASF slope than controls, there was no statistical differ-
ence in ASF slope between stroke patients without
depressive symptoms and controls [45]. Together,
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these findings suggest that the serotonergic system
might be involved in post-stroke depression.

For both post-stroke depression and pathological
crying, an imbalance of serotonergic neurotransmission
has been postulated. To test this hypothesis, patients
with acute stroke and pathological crying underwent
PET scanning, with results compared to age-matched
healthy control subjects [46]. Maps of 5-HT(1A) recep-
tor availability were generated from the images of eight
cortical regions and raphe nuclei. The maps showed
highest binding in limbic areas and raphe nuclei,
while binding in basal ganglia and cerebellum was neg-
ligible. Baseline binding potentials of patients were
lower than those of control subjects. Treatment with
selective serotonin reuptake inhibitor (SSRI) markedly
reduced extent of free receptor sites, whereas placebo
administration led to a global increase. The study
results thus described changes in serotonergic neuro-
transmission in the early phase of stroke and their
modulation with SSRI treatment, and suggested a
possible relationship to pathological crying.

Metabolic changes
Metabolic changes might also be associated with post-
stroke depression and might be modified by time, i.e.
might differ in depression early and late after stroke as
a hint to different involved mechanisms. In groups of
first-ever stroke patients, the relationship between
post-stroke depression and the metabolic/biochemical
milieu, as assessed by proton magnetic resonance
spectroscopy (1)H-MRS measurements in unaffected
frontal lobes, was assessed. Single-voxel proton mag-
netic resonance spectroscopy ((1)H-MRS) was per-
formed in these lobes to assess N-acetylaspartate/
creatine (NAA)/Cr, glutamate+glutamine (Glx)/Cr,
choline (Cho)/Cr and myo-inositol (mI)/Cr ratios.
Twenty-six patients with a first ischemic stroke located
outside the frontal lobes were studied [47]. Patients
were assessed within the first 10 days after stroke and
again 4 months later. In the group of 26 patients, 8
(31%) met criteria for depression at the first assess-
ment, and 9 (35%) met criteria for depression at
follow-up. Patients with depression in the immediate
post-stroke phase had significantly higher Glx/Cr
ratios in the contralesional hemisphere than non-
depressive patients. No biochemical differences were
found between the groups at 4-month follow-up.
These findings suggested that post-stroke depression
is accompanied by changes in frontal lobe glutamate/
glutamine levels, perhaps reflecting abnormalities in

glutamatergic transmission in the immediate post-
stroke period. Further, 13 out of a sample of 31 stroke
patients (42%) demonstrated apathy. Of these subjects,
significantly lowered NAA/Cr ratios were found in the
right hemispheres of apathetic patients in the sub-
group with left-sided brain lesions. These findings
point to the association between apathy and frontal
lobe integrity, suggest different reactions of the hemi-
spheres, and indicate that changes in the NAA/Cr ratio
could be related to the apathy [48]. Whether these
metabolic changes are a contributor to, or a mere
reflection of, these emotional states requires further
study.

Implications for recovery
Post-stroke depression has been shown to impede the
rehabilitation progress following stroke and to be asso-
ciated with impaired functional outcome, cognitive
decline, and increased mortality [49]. Similarly,
depression has been linked to increased risk of stroke
occurrence.

Post-stroke depression and its impact on
activities of daily living functions
A cohort study examined the relationship between
depressive symptoms and time courses in achieving
independence in basic activities of daily living (bADL)
and instrumental activities of daily living (iADL) [50].
At baseline, 1, 3, and 6 months after stroke, 459 stroke
patients were prospectively assessed with the Geriatric
Depression Scale (GDS) to determine depressive sta-
tus, outcomes were achieved independence in bADL
(Barthel Index scores > 95) and independence in at
least three iADL during follow-up. Depressed patients
were 0.3 times less likely than nondepressed patients to
achieve bADL score of > 95 and 0.4-times less likely to
be independent in three or more iADL. The cumula-
tive percentages to achieve a bADL score of > 95 are
shown in Figure 14.1. Similarly, the cumulative per-
centages for nondepressed patients to achieve com-
plete independence in three or more iADL at 1,
3, and 6 months after stroke were 56%, 72%, and
85%, and for the depressed patients, they were 32%,
47%, and 72%, respectively. Thus, depressed patients
had significantly poorer functional recovery patterns
and took longer to achieve independence with activ-
ities of daily living.

Another cohort study investigated the association
between stroke and depression, the co-occurrence of
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stroke and depression, and functional health outcomes
among adults in the US population using a nationally
representative sample of adults aged 25–74. Multiple
logistic regression analyses were used to determine the
association between stroke (past 12-month preva-
lence), depression (past 12-month prevalence), and
functional health outcomes (past 12 months), and to
determine whether there is an interaction between
depression and stroke in predicting impairment in
functioning. Almost one-third (29.2%) of adults with
stroke in the past year also had depression in the past
year. The co-occurrence of stroke and depression was
associated with significantly greater limitations in
walking and climbing stairs and poorer general phys-
ical functioning as compared to either stroke or
depression alone [51].

Similarly, a further cohort study assessed the fre-
quency and correlates of depression at 3 and 15
months after stroke in a total of 164 consecutive eligi-
ble stroke patients [52]. Major or minor depression
was present in 20.7% at follow-up. By follow-up,
stroke patients with depression had significantly
greater impairment of functional ability and global
cognition than nondepressed stroke patients or com-
parison subjects.

While post-stroke depression seems to have a neg-
ative impact on ADL activities and quality of life after
stroke, there is some evidence to suggest that motor
recovery (sensu stricto), i.e. regarding selective inner-
vation and active movement capacity as assessed with
the Fugl-Meyer scale, is not affected by post-stroke
depression [53].

The picture that emerges from these studies is that
post-stroke depression might not impede motor
recovery per se in the more restricted sense of regain-
ing selective innervation when paresis followed stroke.
However, it seems to affect the ability to use elemen-
tary motor behaviors to perform ADL negatively, and
to have the effect of retarding the re-acquisition of
these functional skills. These effects are not contra-
dictory, since the ability to perform activities of daily
living is more complex, i.e. determined by both per-
ceptive and motor recovery, as well as the ability to
compensate for any remaining neuro-impairments.

Post-stroke depression and its impact on
participation and quality of life
The determinants of “restricted participation”, i.e. the
degree of inability to perform social roles, had also
been investigated among long-term stroke survivors
[54]. Self-competence with basic activities of daily
living (Functional Independence Measure, FIM) and
emotional status (HADS) are the independent deter-
minants of restricted participation for the London
Handicap Scale (LHS) domains most related to body
function (mobility, physical independence, occupa-
tion). Depression was the determinant factor for ori-
entation and social integration. Thus, both functional
disability andmood disorders may independently con-
tribute to the restricted participation of post-stroke
patients.

In another population-based investigation of 266
patients with incident stroke, among those who were
alive at 2 years (N = 226; 85%), handicap was also
assessed with the LHS [55]. Disability, physical impair-
ment, depression, anxiety, living arrangements, and
recurrent stroke at 2 years were also documented; if
necessary, proxy assessments were obtained, except for
mood. The independent determinants of handicap
(LHS) were age and 2-year physical impairment and
disability. In the analysis restricted to nonproxy data,
depression and anxiety were also independently asso-
ciated with handicap.

Further, fewer depressive symptoms after stroke –
together with walking and acceptance of the stroke –
have been documented as the best predictors for
participation at 3 months in older adults who had a
stroke [56]. Similarly, depression was also most sig-
nificantly and independently associated with post-
stroke handicap at 12 months post-stroke among
elderly stroke victims [57].
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Figure 14.1 Independence with basic ADLs.
The cumulative percentage of non-depressed and depressed

stroke patients who are independent with basic activities of daily
living (bADL) indicates that stroke patients with depressive
symptoms progressed significantly more slowly in achieving
independence during the first 6 months after stroke [50].
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In a group of stroke patients with a first unilateral,
middle cerebral artery (MCA) territory stroke, no sig-
nificant neurological improvement could be docu-
mented between 3 and 12 months after the stroke
[58]. The patients as a group were depressed and
remained so over the period of the study. The resulting
quality of life scores were abnormal at 3 months and
improved only slightly. Stepwise regression analysis
revealed that depression and degree of paresis were
the most important variables for the quality of life
outcome (Sickness Impact Profile, SIP).

In another study, post-stroke depression seemed
to exert a generalized negative influence on health-
related quality of life (at 1 year post-stroke), while
dependence on caregivers for ADL affected only
some dimensions of health-related quality of life [59].

In summary, post-stroke depression seems to exert
a profound negative effect on health-related quality of
life and participation including social integration.
These detrimental effects seem to be caused by post-
stroke depression beyond and above what is attribut-
able to physical impairment and disability.

Can treatment of post-stroke depression
ameliorate its negative effects on ADL
functions?
Given these suggested profound effects of post-stroke
depression, it would be important to know whether
intervention for post-stroke depression, to be
described in a later section, can effectively treat the
disorder and thereby influence functional recovery,
participation, and quality of life. This type of knowl-
edge would be important for clinical therapeutic pur-
poses as well as in relationship to above negative
associations.

One study examined the differences in functional
recovery among post-stroke depressed patients com-
pared to post-stroke nondepressed patients over the
course of 6 months after stroke. Patients had suffered
from first-time stroke, and did not have a history of
premorbid depression. During follow-up, treatment
with 20mg/day citalopram was initiated whenever a
diagnosis of depression was established. Functional
recovery was assessed using the Scandinavian Stroke
Scale, the modified Rankin Scale, and the Barthel
Index during acute hospitalization, at the time of
depression diagnosis and at the third and sixth month
follow-up visits. All stroke patients with post-stroke
depression whose mood improved after administration

of citalopram showed also improved ADL functions
during the follow-up, suggesting that remission of
post-stroke depression was associated with improve-
ment in functional recovery [60].

Another study examined the effect of early versus
late treatment with antidepressants on recovery in
ADL [61]. Among 62 patients after stroke, the thera-
peutic effect of a 3-month course of antidepressants
begun during the first month after stroke was com-
pared with the effect of treatment begun after 1 month.
ADL functions were assessed with the Functional
Independence Measure (FIM); post-treatment out-
come was assessed over the following 21 months.
Although both the early and late treatment groups
showed improvements in FIM scores during the
3 months of treatment, the early treatment group
improved significantly more than did the late treat-
ment group, consistent with the time course of
recovery-related cellular events that take place in the
brain after stroke (see also Chapters 1–3 and 6–7).
After the treatment, the early treatment group main-
tained this improvement over 2 years while the late
treatment group deteriorated over time. There were no
significant differences in the two groups that would
explain the findings. Therefore, recovery in ADL func-
tions after stroke appeared to be enhanced by the use
of antidepressant medication if treatment was started
within the first month after stroke. One might spec-
ulate that this earlier antidepressant intervention ena-
bles maximum expression of post-stroke cellular
repair processes.

These observations strengthen the view that post-
stroke depression exerts a negative effect on the recov-
ery in ADL functions and that its negative effects can
be ameliorated by antidepressant medication. Early
initiation of antidepressant treatment might meet a
specific therapeutic window.

It had further been assessed whether antidepressant
treatment would even reduce post-stroke mortality
(over 9 years of follow-up) [62]. A total of 104 patients
had randomly been assigned to receive a 12-week
double-blind course of nortriptyline, fluoxetine, or pla-
cebo early in the recovery period after a stroke.
Mortality data were obtained for all 104 patients
9 years after initiation of the study. Of the 104 patients,
50 (48.1%) had died by the time of the 9-year follow-up.
Of 53 patients whowere given full-dose antidepressants,
36 (67.9%) were alive at follow-up, compared with only
10 (35.7%) of 28 placebo-treated patients, a significant
difference. Logistic regression analysis showed that the
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beneficial effect of antidepressants remained significant
both in patients who were depressed and in those who
were nondepressed at enrollment, after the effects of
other factors associated with mortality (i.e. age,
co-existing diabetes mellitus, and chronic relapsing
depression) were controlled. There were no intergroup
differences in severity of stroke, impairment in cogni-
tive functioning and ADL, and other medications
received. Treatment with fluoxetine or nortriptyline
for 12 weeks during the first 6 months post-stroke
therefore seemed to have increased the survival of
both depressed and nondepressed patients.

It is also of interest to note that veterans who
received antidepressant prescription after acute stroke
showed a lower 1 year all-cause mortality rate (4.8%)
as compared to those who did not (8.0%) [63].

Further implications

Family life
Perception of deficits is a prerequisite for post-stroke
management. Goal setting, adjustments, and action
plans might best be facilitated, and thereby stress
reduced, when they can be agreed on by the patient,
his or her family, and healthcare professionals.
Anosognosia, the reduced ability to perceive deficits
such as neuro-impairments including cognitive and
emotional post-stroke disorders, is more frequently
and typically seen after right brain damage and poses
problems in that respect.

The presence and severity of changes in emotion
and cognition as experienced by left- and right-sided
stroke patients at 3 months post-stroke has been com-
pared with those observed by their partners [64]. It
appeared that while left hemisphere stroke patients
agreed with their partners on the number and severity
of most changes, partners of right hemisphere patients
reported more frequent and more severe changes than
did the patients themselves.

Aside from differences in perceiving deficits, fam-
ily members can be profoundly affected by disability
caused by stroke: Both stroke patients’ degree of dis-
ability and post-stroke depression affect emotional
stress and marital dissatisfaction of caregivers and
spouses. A consistent association between patients’
levels of disability and emotional state and the emo-
tional distress of their caregivers has been documented
[65]. Patient depression in particular constitutes a risk
factor for marital dissatisfaction in the first few
months following stroke [66].

Given that spousal partners provide a large portion
of informal support to stroke patients, successful treat-
ment of patient depressionmay therefore have benefits
at the level of the individual and the family.

In a study of sexual dysfunction among 100
patients (75 men and 25 women) following stroke
and its relationship to neuropsychiatric impairments
or stroke characteristics, 44 men (58.6%) and 11
women (44.0%) reported dissatisfaction with their
sexual functioning after stroke, as compared with
only 16 men (21.3%) and 5 women (20.0%) before
stroke [67]. Based on logistic regression, post-stroke
depression (OR, 8.09; 95% CI, 1.28–51.38) was a
strong independent predictor of sexual dysfunction.

Healthcare utilization
Post-stroke depressionmight be one cause of increased
healthcare utilization. After adjusting for patient dem-
ographic and clinical factors, a study among veterans
found that patients with stroke and post-stroke depres-
sion had significantly more hospitalizations, outpa-
tient visits, and longer length of stays 12 months
post-stroke compared with stroke patients without
post-stroke depression [68]. Thus, patients with post-
stroke depression had greater 12-month post-stroke
healthcare use even when controlling for other demo-
graphic and clinical variables.

Therefore, appropriate diagnosis and treatment of
post-stroke depression might have the potential not
only to benefit the patient, but also to influence health-
care utilization.

Therapeutic options

Treatment of post-stroke depression
with antidepressants
At present, pharmacological treatment of post-stroke
depression consists mainly of selective serotonin reup-
take inhibitors and serotonin noradrenaline reuptake
inhibitors [69]. Tricyclic antidepressive therapy is also
effective, but often unsuitable due to side effects.

A meta-analysis of randomized placebo-controlled
trials (RCTs) of antidepressants in post-stroke patients
with depression was conducted using published stud-
ies from 1984 to 2006 [70]. Outcome measures of
antidepressant treatment included response rate,
depression rating scale scores, recovery of neurologic
impairments, and improvements in ADLs after stroke.
The effect size was presented as rate difference (RD)
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and weighted mean difference for dichotomous out-
comes and continuous outcomes, respectively. A total
of 1320 patients who met inclusion criteria were iden-
tified from 16 RCTs. The pooled response rates in the
active and placebo groups were 65.18% (234/359) and
44.37% (138/311), respectively (see Figure 14.2). The
pooled RD was 0.23 (95% CI 0.03–0.43), indicating a
significantly higher response rate in the active group
compared with the placebo group. From baseline to
endpoint, patients in the active group had significantly
greater improvement in depressive symptoms com-
pared with patients in the placebo group. Longer dura-
tion of treatment was positively correlated with the
degree of improvement in depressive symptoms
(Spearman’s correlation, rho = 0.93). However, no
consistent evidence was found for positive antidepres-
sant effects on the recovery of neurological impair-
ments or improvements in ADLs.

A double-blinded, placebo-controlled study eval-
uated the efficacy and tolerability of the noradrenaline
reuptake inhibitor (NARI) reboxetine in a subset of
post-stroke patients classified as affected by retarded
depression [71], defined by the authors as “a state of
clinical depression in which the individual is lethargic
and slow to initiate action.” Reboxetine (4mg, twice
daily, for 16 weeks) was administered to patients who
developed depression after a single ischemic or hem-
orrhagic stroke. Reboxetine showed good efficacy,
safety, and tolerability in post-stroke depression
patients affected by retarded depression; at week 16,
HDRS and BDI mean scores were, respectively, 22.73
and 18.4 in the placebo group, and 9.26 and 8.06 in the
reboxetine group.

Similarly, the efficacy and safety of the selective
serotonin reuptake inhibitor (SSRI) citalopram, and

the NARI reboxetine, were investigated in post-stroke
patients affected by either anxious depression or
retarded depression with a randomized double-blind
study [72]. Seventy-four post-stroke depressed
patients were diagnosed as affected by anxious or
retarded depression. Randomization was planned so
that 50% of the patients in each subgroup were
assigned for 16 weeks to treatment with citalopram
and the remaining 50% were assigned to treatment
with reboxetine. Both citalopram and reboxetine
showed good safety and tolerability. Citalopram
exhibited greater efficacy in anxious depressed
patients, while reboxetine was more effective in
retarded depressed patients.

Effects of antidepressants on other
post-stroke emotional disorders
Antidepressants can reduce the frequency and severity
of pathological crying or laughing episodes after stroke
[73]. The effect was not specific to one drug or class of
drugs.

Fluoxetine seems not to be effective in the treat-
ment of post-stroke fatigue (PoSF): a double-blind,
placebo-controlled study showed no differences in
the number of patients with PoSF between the fluox-
etine group and the placebo group at 3 and 6 months
after the treatment [74]. However, fluoxetine signifi-
cantly improved post-stroke emotional incontinence
and post-stroke depression in the patients with PoSF.

In another double-blind, placebo-controlled study,
fluoxetine significantly improved emotional inconti-
nence, and anger proneness, whereas no definitive
improvement of post-stroke depression was found
[75]. Improvement of post-stroke depression and
anger proneness was noted even at 3 months after
the discontinuation of the treatment.

A post-hoc analysis of an antidepressant treatment
trial assessed correlates of irritability and aggression
after stroke and changes in irritability scores associ-
ated with antidepressant treatment [76]. Aggressive
patients were compared with nonaggressive patients.
All patients were randomized to receive nortriptyline,
fluoxetine, or placebo using a double-blind method-
ology. Among irritable and aggressive patients with
depression who responded to antidepressants, there
was a significantly greater reduction in irritability
after treatment, compared with patients whose depres-
sion did not lessen with treatment. The results of this
small study suggest that successful treatment of
depression may reduce aggressive behavior.
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Figure 14.2 Response rate to antidepressants.
The response rate (in percent) to either placebo or antidepressants

as indicated by a meta-analysis of a total of 1320 patients with
post-stroke depression from 16 RCTs [70].
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Non-pharmacological treatment
of post-stroke depression
Nonmedication treatment options might include
repetitive transcranial magnetic stimulation (rTMS).
A randomized, parallel, double-blind study of active
versus sham rTMS assessed the effects of left prefrontal
rTMS in patients with medication-refractory post-
stroke depression. After discontinuing antidepres-
sants, patients were randomly assigned to receive 10
sessions of active (10Hz, 110% of the motor threshold,
20 trains of 5 s duration) or sham left prefrontal rTMS
[77]. When compared with sham stimulation, 10 ses-
sions of active rTMS of the left dorsolateral prefrontal
cortex were associated with a significant reduction of
depressive symptoms. This reduction was not influ-
enced by patient’s age, type or location of stroke,
volume of left frontal leukoaraiosis, or by the distance
of the stimulating coil to the prefrontal cortex. In
addition, there were few and mild adverse effects that
were equally distributed among groups. Taken
together, these preliminary findings suggest that
rTMS may be an effective and safe treatment alterna-
tive for patients with refractory depression after
stroke.

The effect of an adjunct light therapy in stroke
victims with major depression receiving citalopram
was examined by use of two different intensities of
light therapy under double-blind conditions.
Altogether, 63 patients were included in the study.
After 4 weeks of therapy, the 6-item subscale of the
HADRS showed a larger improvement in patients
receiving high-intensity light treatment compared to
those treated with medium-intensity light [78].

Healthcare management with post-stroke
depression
While efficacy of drug therapy is one issue, another
issue in treatment of relatively neglected medical con-
ditions such as post-stroke depression is whether and
how management of care improves outcome.

When 5-year survivors from a prospective
community-based stroke incidence study were
assessed for depression, 17% of those assessed were
depressed [79]. However, only 22% of these patients
with depression were taking an antidepressant medi-
cation. Of those taking an antidepressant, 72% were
not depressed. Thus, although nearly one-fifth of sur-
vivors were depressed, few were taking antidepressants
although the treatment is likely to be effective.

A randomized, outcome-blinded multisite trial in
188 ischemic stroke survivors with post-stroke depres-
sion investigated the efficacy of a care management
program; it performed depression screening and
enrollment between 1 and 2 months post-stroke [80].
The Activate–Initiate–Monitor intervention was a care
management program that included activation of the
patient to recognize depression symptoms and accept
treatment, initiation of an antidepressant medication,
and monitoring and adjusting treatment. Usual care
subjects received nondepression-related education
and were prescribed antidepressants at the discretion
of their provider. The primary outcome measure
was depression response, defined as a Hamilton
Depression Inventory score < 8 (remission) or a
decrease from baseline of at least 50% at 12 weeks.
Both depression response (51% versus 30%) and
remission (39% versus 23%) were more likely in the
Activate–Initiate–Monitor intervention than in the
usual care group. This difference in depression scores
was present by 6 weeks and persisted through the
12-week assessment. The Activate–Initiate–Monitor
care management model was thus more efficacious
than usual care in improving depression outcomes in
patients with post-stroke depression.

Are there reasons to promote prevention
of post-stroke depression?
Information provision, physical exercise programs,
and listening to music
A recent meta-analysis assessed the effectiveness of
information provision strategies in improving the out-
come for stroke patients and/or their identified care-
givers; there is evidence that information improves
patient and caregiver knowledge of stroke, aspects of
patient satisfaction, and reduces patient depression
scores [81].

Physical exercise programs might also help to pre-
vent post-stroke depression and improve physical and
emotional outcome. When 100 stroke survivors who
had completed acute rehabilitation were randomly
assigned to either a progressive, structured, 3-month
physical exercise program, or usual care only, signifi-
cant differences were found: 6 (14%) of the exercise
group and 16 (35.6%) of the usual-care group had
depressive symptoms at 3 months (93 assessed) (see
Figure 14.3) [82]. At 9 months (80 assessed), 3 (7.5%)
of the exercisers had significant depressive symptoms
compared with 10 (25%) who received usual care.

14: Depression and its effects after stroke

156



Participants with and without baseline depressive
symptoms had equivalent treatment-related gains in
impairments and functional limitations, but only par-
ticipants with depressive symptoms had improved
quality of life. It might be concluded that exercise
may help to reduce post-stroke depressive symptoms.
In this study, depressive symptoms did not limit gains
in physical function due to exercise. Further, exercise
may contribute to improved quality of life in those
with post-stroke depressive symptoms.

Similarly, for bedridden stroke survivors in resi-
dential care, it could be demonstrated by a randomized
controlled trial that among other effects a simple
nurse-led range-of-motion exercise program can gen-
erate positive effects on depressive symptoms among
bedridden older people with stroke [83].

Further, listening to music could be a preventive
measure for negative mood after stroke. In an RCT,
MCA stroke patients who listened daily to self-selected
music for 2 months showed lower depression scores
after 3 months post-stroke as compared to two control
groups who either listened to audio books or received
usual treatment only [84].

Prophylactic antidepressant treatment
Other studies have examined whether prophylactic
antidepressant treatment can prevent depression and
improve functional outcome (ADL functions, partic-
ipation, quality of life), with good tolerability and
safety in nondepressed patients with recent stroke.

To test whether prophylactic treatment with the
antidepressant mirtazapine (30mg/day) in patients
with acute stroke starting one day after stroke onset
prevents post-stroke depression, 70 patients were
enrolled in an open randomized controlled study and
were re-examined up to day 380 post-stroke [85].
Those post-stroke patients who developed depression
(DSM-IV criteria) but had been randomly assigned to
the non-treatment group were given the antidepres-
sant mirtazapine after the diagnosis of depression had
been established. Forty percent (14/35) of the non-
treated patients and only 5.7% (2/35) of the patients
who were treated with mirtazapine developed post-
stroke depression. Altogether, 16 patients developed
post-stroke depression, 15 of whom remitted after
initiation of treatment with mirtazapine.

Sertraline (50mg/day), however, was not effective
to prevent post-stroke depression in a double-blind,
placebo-controlled 24-week clinical trial [86].

A multisite RCT for prevention of depression
among 176 nondepressed patients was conducted
within 3 months following acute stroke with a double-
blind placebo-controlled comparison of escitalopram
with placebo, and a nonblinded problem-solving ther-
apy group [87]. The use of either escitalopram or
problem-solving therapy resulted in a significantly
lower incidence of depression over 12 months of treat-
ment as compared with placebo. However, only esci-
talopram, but not the problem-solving therapy,
achieved significant results over placebo using an
intention-to-treat conservative method of analysis.

A meta-analysis of randomized placebo-controlled
trials also provided support for a prophylactic effect of
antidepressants in nondepressed patients with stroke
[88]. The search included trials from 1950 to August
2006. From 10 RCTs, a total of 703 non-depressed
patients after stroke were identified. The pooled
occurrence rate of newly developed post-stroke
depression cases in the intervention and control
groups differed significantly, being 12.54% (41/327)
and 29.17% (91/312), respectively (pooled rate differ-
ence =−0.17, 95% confidence interval =−0.26 to −0.08).
Prophylactic effects of antidepressants were not related
to duration of use.

In conclusion, antidepressant prophylaxis is associ-
ated with a significant reduction in the occurrence rate
of newly developed post-stroke depression, suggesting
antidepressants may be considered along with other
preventive strategies in the management of stroke
patients.
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Figure 14.3 Prevalence of depressive symptoms among stroke
survivors following a structured, 3-month physical exercise program
at home or usual care only.

The prevalence of depressive symptoms (in percent) among stroke
survivors was significantly lower among stroke victims who received
a structured, 3-month physical exercise program at home as
compared to those who received usual care only. Data from a
randomized controlled trial [82].
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Summary and implications for future
research

Cause and effects of post-stroke recovery
and its treatment
Risk factors for, and consequences of, post-stroke depres-
sion, as well as therapeutic and potentially preventive
measures, have been summarized in Table 14.1. Pre-
existing and current biological, psychological, and social
factors all contribute to the risk to develop post-stroke
depression. Most importantly, post-stroke depression
seems to exert a profound and independent negative
effect on ADL functions, participation, and quality of
life of stroke victims, has a considerable negative impact
on other familymembers, and is yet a relatively neglected
entity.Managed care programs (clinical pathways)might
help to improve healthcare for post-stroke depression
and thereby foster outcome. Surprisingly little is known,
however, about the potential treatment and prevention
impact on participation and quality of life after stroke.

Further, our knowledge about complex, e.g. com-
bined non-pharmacological and pharmacological,
intervention schemes that could likely treat and pre-
vent post-stroke depression is scarce.

Cortical reorganization of emotion
processing
While the above-mentioned evidence sheds light on the
association between post-stroke emotional disorders

and lesion size and location, functional neuroimaging
could also contribute to our understanding of cortical
reorganization of emotional experiences and reactions
after stroke, providing insights as described withmotor,
language, and attentional deficits after stroke (see
Chapters 9–13).

One behavioral and functional imaging study dem-
onstrates the feasibility of such an approach. In this
study, patients with stroke affecting cerebellum
reported an unpleasant experience to frightening stim-
uli similar to healthy controls, yet showed significantly
lower activity in the right ventral lateral and left dor-
solateral prefrontal cortex, amygdala, thalamus, and
retrosplenial cingulate gyrus. However, frightening
stimuli led to increased activity in the ventral medial
prefrontal, anterior cingulate, pulvinar, and insular
cortex [89]. This suggests that focal injury produced
a change in the neural circuitry underlying emotional
processing, a finding of the sort that could set the stage
for gaining greater insights into post-stroke depres-
sion and its therapy via functional neuroimaging.

Summary
This chapter has described the scope of post-stroke
depression. Contributing factors were summarized,
from genetics to anatomical site of injury. The wide-
reaching consequences of this condition were
described, and include substantial effects at all levels
of function. Therapeutic options, from prevention to
therapy, were summarized. Post-stroke depression is

Table 14.1 Risk factors, consequences, and treatment options for post-stroke depression

Risk factors for post-stroke depression

Pre-existing Genetic factors, female gender, history of depression, history of stroke, living alone

Current Severe disability, reduced self-esteem, fatigue, dementia, communication deficits, further TIA or stroke damage
to the pallidum and caudate (esp. on the left), left frontal lobe (affective depression), basal ganglia (aphathetic
d.), right anterior lobe (nondysphoric d.), frontal midline (alexithymia)

Consequences of post-stroke depression

Recovery Reduced ADL function recovery, reduced participation, reduced quality of life

Family life Emotional distress and marital dissatisfaction of spouse, sexual dysfunction

Mortality Increased mortality

Health care Increased utilization

Therapeutic and preventive remedies for post-stroke depression

Therapy Antidepressants, e.g. SSRI, NARI, managed health care/clinical pathways, rTMS, high-intensity light therapy

Prevention Stroke-specific information provision, physical exercise program, antidepressants, listening to music program
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common and has major effects. Further research can
aim to better understand this disorder, individualize
its therapy, and increase the fraction of patients for
whom post-stroke depression is successfully treated.
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15 Epidemiology of stroke recovery
Samir Belagaje & Brett Kissela

Epidemiology is defined as the study of factors influenc-
ing health and disease in populations. When applied to
stroke recovery, it refers to the natural history of stroke
recovery and defining factors that affect recovery
derived from post-stroke populations. This is a pillar
of stroke recovery knowledge that is important and
practical when caring for stroke patients, and that also
requires further research attention. One of the most
common questions a stroke victim or their family
members will ask the physician is to what degree their
loved one will recover from their stroke, and over what
time frame that recovery can be expected. This question
currently poses a huge challenge because of the complex
and multifactorial processes involved in recovery, so at
present one can only provide best estimates based on
epidemiological, natural history knowledge combined
with other aspects of the patient’s condition that may
influence the predicted outcome.

This chapter consists of four sections. The first part
of this chapter will provide an overview of the different
types of epidemiological studies, highlighting their
respective strengths and weaknesses. The second will
focus on the current state of knowledge regarding
general epidemiological patterns seen in stroke recov-
ery, as well as the gaps in our knowledge. The
next portion will discuss the epidemiological data
surrounding factors that can affect an individual’s
recovery from a stroke as well as how those factors
interact with each other. In the final section, the appli-
cation of epidemiology will be discussed with regard to
clinical care and planning of future clinical research.

Overview of types of epidemiological
studies in stroke
Epidemiological studies primarily are observational in
nature but experimental designs also contribute epi-
demiological information.

Registry
Stroke registries are databases of information collected
about patients with stroke. The databases typically
collect all details about the patient such as age, sex,
comorbidities, and treatments and are primarily
descriptive in nature. Analysis of the data then allows
one to make inferences about incidence and preva-
lence. Depending on what data are collected about
the patients, these types of studies may be helpful to
first generate relationships between diseases and asso-
ciated factors. By nature of their design, however, these
studies by themselves cannot be used to prove those
exact relationships, and require further studies. A
recent example of a stroke registry is the Paul
Coverdell National Acute Stroke Registry [1].

Case control
Case control studies are another type of epidemiolog-
ical study that attempts to determine factors that influ-
ence a disease or condition. In such a study for stroke,
a population with stroke (“cases”) is compared to a
similar population without stroke (“controls”). In the
comparison, the investigator looks for differences in
the characteristics or factors in cases vs. controls that
might have caused the cases to develop stroke. These
types of studies are relatively inexpensive compared to
other types and are useful in investigating uncommon
conditions (such as subarachnoid hemorrhage or
intracerebral hemorrhage). Their disadvantages
include the inability to make a direct cause and effect
relationship because of potentially confounding vari-
ables. Furthermore, because of their retrospective
nature, the information gained may be subjected to
recall bias and investigator bias. A recent example of
a case control study in stroke is the Genetics
and Environmental Risk Factors for Hemorrhagic
Stroke [2,3].
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Cohort
A longitudinal cohort is a type of study that takes a
group of people with similar characteristics or expo-
sure or experience (cohort) and follows them over a
defined period of time. These studies can be prospec-
tive or retrospective. The main purpose of these types
of studies is to determine an association/causality
between an exposure, experience, or some other char-
acteristic, and an outcome (e.g. disease). The advan-
tages of such a study are that it allows for longitudinal
observations and more accurate data collection in that
they are collected at certain time intervals. However,
individuals in cohorts can be lost over time through
death and other factors. These studies are also expen-
sive, and time-consuming, and can take years to collect
meaningful data. An example in stroke is the
Copenhagen Stroke Study, which followed stroke
patients over time to determine the time course of
recovery [4,5].

Cross-sectional study
These types of studies collect data on the variable(s) of
interest at one period of time in a population. To
understand these studies, it is often useful to contrast
cross-sectional studies with cohorts. While cohorts
provide data on relatively small groups over an
extended period of time with data collection at several
time periods, cross-sectional studies provide data on
larger populations at just one time (“snapshot”). These
types of studies provide information, such as preva-
lence data, on the variable of interest and are less
expensive to perform than cohorts. An example of a
cross-sectional stroke study is the REasons for
Geographic And Racial Differences in Stroke
(REGARDS) study [6].

Epidemiological data are also gained through
experimental studies. The main difference between
experimental studies and observational studies is that
the investigator will “intervene” with their study pop-
ulation or a portion of the population. The random-
ized clinical trial is generally considered to provide the
highest level of evidence regarding an experimental
question. The validity of these trials is highest when
they include a valid randomization process that
reduces the potential for confounding by randomly
distributing potential confounders between placebo
and control groups, blinding of both the investigators
and participants (to reduce bias in determining out-
comes), and a sufficiently large study population that
provides adequate power to answer the study question.

While such studies provide most information about
the intervention, they may also provide epidemiologic
information of use. For example, the EXCITE trial
determined that constraint-induced therapy improved
post-stroke outcomes vs. traditional therapy, although
the therapy-only arm provided useful information on
the “natural history” of recovery due to traditional
therapy in the 3–9 month time frame of that trial [7].

General patterns of recovery
In 1950, Thomas Twitchell observed the patterns of
recovery in a cohort of 121 patients who had hemi-
plegia in the arm, leg, or both. He examined various
factors including onset of spasticity, hyperreflexia, and
nature of volitional movements to develop prognostic
factors of recovery [8]. Since his published observa-
tions, multiple studies have been published subse-
quently examining populations for their stroke
recovery patterns. In these studies, in spite of varia-
tions in stroke location and advances in stroke recov-
ery, one can infer several generalizations about the
natural history and time course of stroke recovery.

The first observation is that the majority of stroke
patients have the ability to recover from their stroke,
although the degree of recovery can vary. Statistics show
that 50–70% of stroke survivors regain functional inde-
pendence [9]. However, for the majority of patients, the
recovery is incomplete and they do not return to pre-
stroke levels of activity [10]. One corollary to these facts
is that the severity of deficits is inversely related to the
proportion of recovery [11,12]. The biological mecha-
nisms underlying the recovery process and the degree of
recovery are incompletely understood in humans and
under investigation (see Chapters 9–13).

Another factor related to recovery relates to the
rehabilitation therapy provided in various forms after
the stroke. In a seminal meta-analysis of 36 clinical
trials examining the effectiveness of stroke rehabilita-
tion, people receiving post-stroke rehabilitation had
higher levels of function than those stroke survivors
who do not receive rehabilitation [12]. This important
finding was seen across several measures including
ambulation, self-care ability, communication, and
independence. Due to such findings, the American
Stroke Association recommends that therapy should
be considered for all qualifying patients and that reha-
bilitation access and venues be incorporated in stroke
systems of care [13].

With regard to time after stroke, another common
finding is that earlier onset of spontaneous recovery
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from time of stroke onset is associated with a better final
outcome than those whose recovery is first observed at
later time points after stroke onset. Researchers and
clinicians generally believe that the first few weeks
post-stroke is the time frame for the greatest rate
of spontaneous recovery. By following a cohort of
102 patients with ischemic MCA territory strokes,
Kwakkel et al. proposed that the amount of recovery
of upper extremity function in the first 4 weeks could
predict amount of disability in 6 months [14]. In fact,
even observations during the first week post-stroke can
be used to predict long-term outcome in arm function
[14]. Recognizing that earlier recovery offers a better
prognosis and rehabilitation also improves outcomes,
further epidemiological data are needed to learn more
about the optimal timing and dose of rehabilitation.
Paolucci et al. examined differences in outcomes for
patients for whom therapy was initiated 20 days apart
and found a strong inverse relationship between the
start date and functional outcome, albeit with wide
confidence intervals [15]. In other words, the earliest
starters had significantly higher effectiveness of treat-
ment than did the medium or latest groups. Treatment
initiated within the first 20 days was associated with a
significantly higher probability of excellent therapeutic
response (OR=6.11; 95% CI, 2.03–18.36), and begin-
ning later was associated with a poorer response
(OR=5.18; 95% CI, 1.07–25.00) [15].

There remains conflicting evidence about the dose
of therapy. For example, the EXCITE trial, a random-
ized multicenter trial of constraint-induced movement
therapy (CIMT) involving 222 patients 3–9 months
post-stroke was successful in the chronic time frame
[7], whereas other studies show similar benefit with
lower dose of this intervention, referred to as modified
constraint-induced therapy [16]. The VECTORS trial, a
randomized controlled trial (RCT) of 52 patients,
showed that in the acute–subacute time post-stroke,
higher intensity (dose) of therapy had an inverse rela-
tionship with functional levels at 90 days [17]. Duration
of therapy is also important to consider in a discussion
of factors determining recovery, although the optimal
duration of therapy is not known. In the meta-analysis
described above, Ottenbacher and Jannell argued that
earlier timing of intervention played a bigger role than
the duration of the therapy itself [12]. Studies have also
examined the impact that choice of content of therapy
might play in maximizing gains.

General patterns of recovery have also been
described with respect to the type of deficit after

stroke. Proximal recovery usually occurs before distal
recovery [8], and lower extremity deficits recover in
terms of disability measures faster than upper extrem-
ity [18]. Several mechanisms have been proposed for
the latter finding, including bihemispheric localization
of lower extremity functions such as walking, as well as
the presence of a spinal cord nucleus serving as a
generator of walking patterns. Bihemispheric func-
tional localization may also play a role in the improve-
ment of deficits seen in swallowing and facial
movements [19,20].

The final generalization is that although great
strides in recovery are seen initially, most patients
who do not achieve early and complete spontaneous
recovery reach a plateau phase where further significant
spontaneous improvements are not made. In the
Copenhagen Stroke Study, a cohort of over 1100 acute
stroke patients admitted to the stroke unit in a
Copenhagen hospital, maximum arm motor function
was seen within 9 weeks post-stroke in 95% of patients
[4]. Researchers also looked at 804 patients in the same
cohort with lower-extremity paresis and found recovery
of walking function occurs in 95% of the patients within
the first 11 weeks after stroke. The time and the degree
of recovery are related to both the degree of initial
impairment of walking function and to the severity of
lower-extremity paresis [21]. Similar findings have been
observed in patients with aphasia and patients with
neglect, with the plateaus occurring approximately at
6 weeks and 3 months, respectively [22,23].

This plateau effect led many to believe that further
recovery was not possible and that remaining disabil-
ities were permanent. This belief was propagated
amongst healthcare professionals involved in rehabili-
tation and subsequently hampered the field for many
decades. In the past decade, the concept of the plateau
has been challenged with new clinical studies and
advances in functional neuroimaging. For instance, in
the EXCITE trial, traditional therapy was shown to be
beneficial in regaining upper-extremity function
between 3 and 9 months after stroke [7]; it is important
to note that these patients would have plateaued with
regard to spontaneous recovery. Furthermore, Page
et al. showed the CIMT provided significant benefit in
patients who were at least 1 year out from their stroke,
well past the typical plateau [16]. These findings suggest
that the plateau described with spontaneous recovery is
not fixed; rather, with newer interventions (see
Chapters 16–24), additional recoverymight be possible.
However, after introducing a new mode of therapy, a
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typical pattern is to see some improvement initially,
after which a new plateau is reached, as reported in
studies such as the EXCITE trial [7].

Specific factors in stroke recovery
When examining stroke recovery via epidemiological
studies, factors associated with an individual’s clinical
improvement can be determined. The next section will
discuss those factors, both modifiable and non-
modifiable, that are generally accepted as important
factors in stroke recovery.

Age
Several studies examining stroke outcomes continu-
ously show that age is a factor in determining out-
comes. The relationship between age and recovery is
an inverse correlation as seen in the Copenhagen
Stroke Study cohort and in the EXCITE trial popula-
tion [5,7]. That is, the older someone is, the less like-
lihood of recovery they have. Said another way,
younger stroke victims have a better prognosis for
recovery. Older age is associated with less recovery in
virtually all epidemiology studies of stroke outcome.
One may argue that older age is associated with other
factors that have been associated with lesser recovery,
including a larger number of medical comorbidities,
higher amount of periventricular white matter disease,
a lesser reserve of neurons to assume lost functions,
and a greater risk for cognitive dysfunction. And yet,
age remains an independent risk factor for less recov-
ery after controlling for all of these other factors in
most studies [5,24], suggesting that factors directly
related to aging effects influence outcome.

Race/genetics
Certain groups may recover better from their strokes
than others. Several studies show that African-
American patients have more severe strokes than
Caucasians, and that furthermore they do not recover
as well. In the Greater Cincinnati Northern Kentucky
Stroke Study, a population-based cohort of people liv-
ing in the Cincinnati area, it was shown that African-
American patients have a higher incidence of stroke
than Caucasian populations [25]. In general, non-
Caucasian races score worse on quality-of-life measures
during the recovery process than Caucasian races [24].
There may be some controversy as to whether race
actually is a factor, or whether it is mainly a surrogate
for other factors such as socio-economic status and

access to care. One study examined 1073 African-
American and Caucasian stroke patients and showed
that rates of utilization and time to referral for inpatient
rehabilitation were equal, but that low-income African-
American patients had worse functional recovery in
12 months [26]. While these non-biologic factors
need further investigation, the disparities in recovery
between race/ethnic groups naturally lead to an interest
in underlying genetic differences that may be related to
the biological processes underlying recovery. For exam-
ple, it has been shown that the presence of a polymor-
phism in the gene for brain-derived neurotrophic factor
(BDNF) impairs motor cortex plasticity in human sub-
jects [27]. This leads to the suggestion that patients who
possess this polymorphism might not recover as well as
the general population, and this (or other genotypes
associated with poor recovery) may be more prevalent
in some race/ethnic groups than others. Such hypoth-
eses require direct study, and if supported, might pro-
vide new insights to maximize recovery across the
spectrum of human genetics.

Gender
The role of gender in influencing recovery generates
some controversy. Earlier studies did not show a dif-
ference in recovery by gender [28]. However, other
studies from both Europe and North America have
consistently shown that women have less favorable
outcomes after stroke. In terms of physical outcomes,
data from the Riks-Stroke Registry, a national stroke
quality registry in Sweden consisting of 9666 women
and 9881 men, 54% of women compared to 67%
of men were independent in primary ADL within
3 months of stroke onset [29]. Similarly, in the
Canadian Stroke Registry covering 21 tertiary hospi-
tals, outcomes of 1527 females were compared against
1796 males as measured by the SIS-16 scale. Women
did worse than men, although quality of life (QOL)
measures at 6 months were not different [30]. In other
studies using stroke-specific QOL measures, such as
the Michigan Stroke Registry, women scored signifi-
cantly lower after stroke [1].

In trying to explain the conflicting data regarding
gender and outcomes, some researchers have generally
attributed differences to poorer pre-stroke functioning
and higher prevalence of depression in the female
group. Compared to men, women live slightly longer
and might have strokes at older ages. However, even
when these factors are accounted for, women still had
poorer outcomes [1,31,32]. Post-stroke, women are
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less likely to be discharged home and tend to be
placed in nursing homes and long-term care facilities
[29,30,32]. Even though several studies have shown
that women have equal access to rehabilitation serv-
ices, they do not experience the same level of recovery
[30,32]. In the only study comparing gender respon-
siveness to rehabilitation, men were about 3 times
more likely than women to be independent as defined
by a Barthel index greater than or equal to 95; in this
study, the genders were matched in terms of stroke
severity, age, and time since stroke onset [32]. As it has
been the only study of its kind to date, some of the
differences have been argued that the men had more
muscular strength at baseline compared to their
female counterparts. Further research is needed to
clarify whether it is gender that may influence out-
come, or whether it serves as a surrogate marker for
other factors such as social isolation, baseline premor-
bid functioning levels, depression, or others.

Nature of stroke and acute treatment
It is intuitive that the size of stroke is correlated with
outcomes. Larger strokes in terms of brain volume and
clinical severity (measured by scales such as the NIH
Stroke Scale) are associated with poorer outcomes.
Hemorrhagic strokes typically present with larger def-
icits than ischemic strokes, and are typically associated
with worse outcome. Location of the stroke in terms of
involvement of specific tracts and tissue is also impor-
tant (see below). For instance, a stroke that injures the
inferior parietal lobule or causes hemineglect will gen-
erally lead to worse outcomes compared to strokes of
similar size that do not injure this region or cause
hemineglect. The NINDS tPA study group found in
their post-hoc subanalysis of their original RCT pop-
ulation that a person receiving tPA for acute stroke
treatment, regardless of age or stroke severity, will
have better chances for recovery [33].

Medical comorbidities
It is not surprising to imagine that one’s comorbidities
would affect the ability to recover from a stroke. In
addition to limiting the body’s ability to repair the
brain, medical comorbidities could also affect some-
one’s ability to participate fully in therapy, and influ-
ence many other psychosocial functions.

There have been specific comorbidities which have
been implicated in the recovery process. For instance,
high blood glucose levels have been independently asso-
ciated with worse outcomes as seen in the populations

of the TOAST study, which was a randomized clinical
trial of 1259 stroke patients whose admission blood
glucose level was compared to 3-month outcomes,
and in the Greater Cincinnati/Northern Kentucky epi-
demiological cohort [34,35]. Along similar lines,
depression has been associated with poorer outcomes
(see also Chapter 14). This was seen in the Sunnybrook
Stroke Study involving approximately 150 patients who
completed the study where depressive symptoms were
correlated with functional outcome (r= –.31) and
handicap (r= .41) at 3 months and 1 year [36].

Stroke patients are at a high risk for developing
infections such as aspiration pneumonia or urinary
tract infections. Such complications may affect their
outcomes through multiple mechanisms. For exam-
ple, as these stroke-related infections occur, they can
produce fevers. In a meta-analysis involving 3790
patients, Hajat et al. showed that fever after stroke
onset is associated with a marked increase in morbid-
ity and mortality (odds ratio for mortality was 1.19)
[37]. In addition to causing pyrexia, one can hypothe-
size that post-stroke infections prolong hospitaliza-
tions and increase the time until rehabilitation
referral. Yet, the relationship is not quite clear. In the
single randomized, double-blinded clinical trial to date
examining prophylactic antibiotic use in stroke
patients, patients who received prophylactic levoflox-
acin did not have significantly better outcomes than
patients who received standard preventive care [38]. In
another cohort of 229 patients, Vargas et al. showed
that stroke-related infections were a marker of stroke
severity, and when treated appropriately were not
associated with poor outcomes [39]. However, other
cohorts such as the Greater Cincinnati Northern
Kentucky Epidemiological Cohort have shown that
infections such as urinary tract infections are associ-
ated with worse outcomes [40].

Not only do comorbidities have the potential to
affect stroke outcomes, but the medications used to
treat and manage them also have the potential to affect
outcomes. For example, Naidech et al. showed in a
study of 527 patients that phenytoin adversely affects
outcomes in strokes and subarachnoid hemorrhages
[41]. Indeed, a range of other drugs has also been
suggested as important in this regard [42].

However, some drugs may actually play a role in
enhancing recovery. For instance, bromocriptine is
used as an adjunct to speech therapy in the subacute
phase to help aphasic patients recover their speech
[43]. Other dopaminergic medications have also been
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postulated to help, but research is still in progress.
Other medications such as amphetamines have also
been proposed to enhance motor recovery, but the
largest randomized clinical trial failed to show a pos-
itive result [44]. The effect of medications on recovery
needs to be investigated further.

While some medical comorbidities can be medi-
cally addressed, there are others that cannot. For
instance, periventricular white matter disease, or leu-
koaraiosis, is an independent predictor of poorer out-
comes [45,46]. The amount of leukoariosis does not
appear to have a dose–effect relationship in terms of
outcomes, but rather there appears to be a threshold
before the effect is realized [47].

Increasing white matter disease burden is highly
associated with cognitive impairment and dementia.
Dementia is associated with unfavorable outcomes in
stroke recovery. Tatemichi et al. followed a cohort of
251 patients and found the mortality rate was 19.8 per
100 person-years among stroke patients with dementia
compared to 6.1 deaths per 100 person-years in those
stroke patients without dementia [48].

Socio-economic factors
In addition to medical and genetic factors, socio-
economic factors also play a role in recovery from
stroke. In general, those at a lower socio-economic
status do worse than those at higher levels [26]. The
level likely acts as a surrogate marker for factors such
as access to rehabilitation, the amount of rehabilitation
one receives, and access to medical care for manage-
ment of comorbidities. It may also reflect the amount
of social support a person has; for example, the pres-
ence of a spouse has been shown to be a beneficial
factor in stroke recovery [5].

Preservation of white matter tracts
and specific brain tissue
The ability for brain repair post-stroke is dependent on
preserved brain tissue to assume lost functions as well as
complete repair. While this concept may seem intuitive,
it is only in recent years that some of the details have
been elicited. For example, Stinear et al., studying
21 patients with chronic stroke, showed that integrity
of the corticospinal tracts as measured by fractional
anisotropy (FA) with diffusion tensor imaging could be
used to predict response to therapy for people who have
motor deficits [49]. Furthermore, the same study also
showed that the presence of motor-evoked potentials

(MEPs) in the ipsilesional primary motor cortex is also
an important predictor of recovery in therapy; this find-
ing has been supported in a subset analysis from the
EVEREST study [49,50]. In another clinical trial,
decreased motor cortex activation at baseline predicted
better outcomes suggesting that underused but intact
cortical neurons are recruited for recovery purposes
[51]. Along similar lines, mirror neuron preservation
may play a role in the rehabilitation of aphasia [52].

Integration of various factors
Multiple prognostic factors have been discussed above.
There are certainly others that have yet to be identified.
The interaction of the various factors is not yet clear
and the clinician will likely have difficulty in determin-
ing how to integrate the effects of various stroke recov-
ery factors. As all factors are not weighted equally, the
exact contribution of each factor, in each patient, is
unclear. This can become even more complicated
when the factors interact with each other; for example,
while some factors can have additive effects, other
factors may offset each other. Models can be used to
determine which factors may play the biggest role in
determining outcomes as well as demonstrating how
factors interact with each other. One proposed theo-
retical model is provided in Figure 15.1, although the
authors recognize that this model does not account for
several relevant factors such as medications used.

Importance of epidemiology research
in stroke recovery
The final section in this chapter examines the importance
of epidemiological research in stroke recovery. First,
epidemiological data can be used to help predict the
amount of recovery and time during which the recovery
process will occur. As mentioned earlier, patients and
their families are often very interested in learning about
the recovery process, and so such data will be helpful in
providing realistic expectations. As seen in the previous
section, there are many factors which can play a role in
stroke recovery. Understanding these factors will allow
one to improve accuracy and tailor expectations for
recovery to the specific individual. In turn, providing
more realistic expectations can allow for better
utilization of the healthcare system through appropriate
disposition following hospitalizations.

Such knowledge may also be helpful in developing
the rehabilitation plan and maximizing functional out-
comes, across the spectrum of patients. For instance, a
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patient whose prognostic factors do not suggest further
useful spontaneous recovery is likely to benefit from
therapies focused on behavioral compensatory strat-
egies and assistive devices. On the other hand, a stroke
survivor with a better prognosismay be better suited for
interventions to enhance neuroplasticity with more
intense therapy.

Secondly, the factors in stroke recovery outcomes
are complex and not well characterized. Although
many of these factors such as age or race are fixed,
other factors such as depression can be addressed with
medications, patient education, and other interven-
tions. Systematic care processes, such as standardized
order sets during inpatient stays, are useful for getting
therapy started immediately and for preventing com-
plications such as infection. In this way, an epidemio-
logical understanding of factors that affect recovery
will allow proper management and treatment of
these patients and thereby provide patients with the
best chance for recovery. As epidemiological studies
continue to progress with further insights into factors
of interest, additional interventions will likely be uti-
lized to address modifiable factors.

Any new intervention or treatment for stroke recov-
ery will require careful clinical trials to prove efficacy.
Epidemiology can help in developing sharply focused
experimental questions and improve experimental
design in subsequent clinical trials. In designing a trial,
understanding the factors that affect stroke recovery will
help achieve better balance between control and inter-
vention populations. An imbalance in a factor relevant
to recovery between intervention and control arms in a

recovery trial could lead to a Type II error, where inves-
tigators could miss a true difference in the recovery of
the two groups. Large clinical trials are time-consuming,
challenging to enroll into, expensive, and difficult to
conduct. However, such trials are needed to further the
field of stroke recovery, and wemust maximize what we
can learn from each trial that is completed.

Epidemiological data can also be used to create and
modify public policy. Stroke is one of the leading
causes of disability in the United States and the second
leading cause of death worldwide. The economic bur-
den is tremendous and will represent an estimated cost
of $2 trillion to the United States healthcare system
over the next 50 years [53]. With the population aging,
the impact will only continue to grow. Policy decisions
impacted by recovery epidemiology should include
appropriate reimbursement for effective stroke thera-
pies, provision of effective equipment to help patients
recover, and allocation of money for further research
in this area.
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Section III

16
Treatment Strategies

Issues in clinical trial methodology
for brain repair after stroke
Steven C. Cramer

Brain repair after stroke and
potential clinical applications
Stroke remains a leading cause of adult disability, the
third greatest cause of death in the US (the second
greatest cause in the world), and the most common
neurologic reason for hospital admission. The annual
cost exceeds 68 billion dollars in the US. Approximately
795 000 new symptomatic strokes are diagnosed each
year in the US. Note that asymptomatic strokes, which
are likely a further source of disability [1], occur with a
prevalence that is several-fold higher, for example,
being present in 22% of adults 65–69 years of age [2].

Currently approved stroke therapies are limited to
the early hours after stroke. As a result, only 2–3%
of patients with stroke receive such an intervention
[3,4], although this is improving with time, and
rates are higher in selected centers. Nonetheless, many
patients who do receive thrombolytic therapy in the
acute stage of stroke demonstrate significant disability
months later [5,6]. Currently approved acute stroke
therapies target the vasculature rather than the neural
substance of the brain. New therapies are needed that
target the brain itself, reduce disability, and can be
accessed by a majority of patients with stroke. Repair-
based therapies have many candidates that might meet
these criteria.

Brain repair after stroke can be defined as a therapeu-
tic strategywhose goal is not to salvage acutely threatened
tissue, but instead is to promote the repair and restoration
of function in surviving tissue. Repair-based strategies
can thus be pursued across a wide range of post-stroke
time epochs, from the hours following infarct stabiliza-
tion to years after stroke onset. Divergent biological
targets and therapeutic modalities have been advanced
in this regard (see Chapters 17–24). Some focus on spe-
cific cellular and molecular events, such as catecholami-
nergic drugs, while others such as brain stimulation aim

to improve brain function through more global means.
Clinical trials are underway to evaluate therapies
across several post-stroke temporal epochs, ranging
from days to weeks to years after stroke onset.

Clinical application of brain repair after stroke is,
in general, at an early phase: in most cases, clinical
investigations are either preclinical or at phase I or II,
although positive phase III data have been published
for methods such as intensive physiotherapy [7,8]. As
a result, fundamental questions remain to optimize
clinical trial methodology for brain repair after stroke,
some of which are considered below.

Issues from acute stroke trials inform
repair-based stroke trials
To date, the vast majority of acute stroke trials have not
shown benefit over placebo. A number of lessons have
been gleaned from this acute stroke experience thatmight
be useful to design of clinical trials in the emerging field of
brain repair. Issues range fromclinical development [9] to
entry criteria [10] to outcomemeasures [11] and beyond.

Methods to identify, thenmeasure, the target tissue or
target brain system, are important, and need to be vali-
dated [12,13]. Incomplete addressing of this issue might
have contributed to the outcome of some previously
negative stroke trials [14]. In the setting of brain repair,
thismight consist ofmeasuring the activity or integrity of
a target cortical area [15,16], neurochemical system [17],
or white matter tract [18] that is a core component of
the therapeutic target. Suchmethodsmight be important
in relation to improved patient selection, which is likely
to be just as important for repair as it is in acute stroke,
and in relation to biomarkers (see below). Examples
might include measures of brain function via functional
MRI, measures of tissue physiology such as transcranial
magnetic stimulation, or measures of regional brain
injury such as diffusion tensor imaging [16,18].
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Dose–response relationships, important in so
many other areas of clinical medicine, are likely to be
just as important with brain repair [14]. The results of
the VECTORS trial, where a higher dose of physio-
therapy was associated with poorer behavioral
outcome, underscores this point [19]. These relation-
ships might change during the different temporal
epochs that follow a stroke [20]. For example, effects
of a GABA agonist or NMDA receptor blocker vary
depending on whether they are given early [21,22] or
late [23–25] after stroke.

When translating the results of animal studies into
human clinical trial protocols, many of the lessons from
acute stroke trials [26–30] might prove useful for
repair-based trials. Issues include matching variables
such as treatment time window, route of administra-
tion, or dosing schedule. Review of methodological
quality of animal studies is an increasing consideration
[30]. Use in animal studies of human clinical trial level
randomization, concealment of treatment allocation,
and blinded outcome assessment might be a key deter-
minant of how well animal studies translate to human
trials [31]. Animalmodels can be of limited relevance to
human patients, with animals often being relatively
younger [9] and without medical complications or
stroke risk factors – for example, in most human but
few animal stroke studies, the majority of subjects
have hypertension or diabetes mellitus or both (see
Chapters 8 and 15). Measures related to executive func-
tion, affect, hand dominance, and bipedal gait are
generally not considered in animal studies, but can
dominate the recovery of a human patient. The organ-
ization of rodent brains shows vast differences as com-
pared to humans; for example, white matter constitutes
14% of the rodent brain volume vs. 50% in humans
[32,33]. Reorganization after stroke might show differ-
ences of a similar magnitude. The experimental infarct
in preclinical models tends to be homogeneous, in
sharp contrast with humans [34]. Complicating this is
that the choice of animal infarct model influences sub-
sequent repair-related molecular events [35–37], and
thus might also influence the likelihood of successful
translation to humans in the restorative therapy setting.

Repair-based therapies interact with
experience, training, and
environment
One major difference between acute and repair-based
stroke clinical trials is that acute stroke therapies exert

their effect rapidly, around the time of therapy,
whereas for a repair-based trial, many of the biological
events that improve final behavioral outcome will
occur days to weeks after therapy initiation. A subject’s
experiences, concomitant training, and environment
can each interact with a repair-based therapy in defin-
ing the final therapy effects. Evidence suggests that
both the quantity and the quality of influences can
affect brain repair and behavioral outcome [38–45].

One implication of these influences is that for a
repair-based trial, many variables that would be con-
sidered of limited significance to an acute stroke trial
attain increased importance as potential covariates of
interest. The details of human experience are complex
but become relevant. Furthermore, some of these
details are unique to humans, challenging translational
efforts from preclinical studies to human trials. Thus,
influences that arise between the time that a repair-
based therapy is initiated (e.g. time of discharge from
the hospital) and the time of final clinical trial outcome
assessment (e.g. 90 days after stroke onset) require
substantial consideration because they can interact
with repair-based therapy and modify its effects.

There are multiple ways that study design might, at
least in part, attempt to control these issues. In addi-
tion in some cases, these influences can be precisely
controlled. In some studies, entry criteria exclude sub-
jects whose post-stroke experience is likely to be highly
unusual – for example, subjects who will not be able to
receive standard of care physiotherapy. Another way
for study design to address this issue relates to the
timing of certain study components. For example, in
studies of amphetamine that aimed to improve arm
motor function early after stroke [46,47], a predefined
physiotherapy protocol was initiated at a set number
of minutes after medication ingestion, timed to coin-
cide with peak drug levels. In many cases, however,
such control would be more difficult. For example,
controlling and even monitoring patient experience
would be challenging for a growth factor that is
thought to exert its effects over days to weeks following
its ingestion. Even in the amphetamine examples,
enrollees might have had varied experiences and phys-
iotherapy regimens outside of the study – for example,
between days of drug provision and the day of final
outcome measurements.

When external influences cannot be controlled,
study design can insure that they are at least measured.
Thus, prospective plans to measure those components
of human experience that are most relevant to drug
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effects or outcome measures can be incorporated into a
study’s data collection plan. Such an approach provided
useful insights in one recent repair-based stroke clinical
trial, where the amount of “outside” physiotherapy (i.e.
physiotherapy occurring in parallel with trial participa-
tion, but prescribed by private physicians, outside of
trial jurisdiction), was found to differ significantly
between active and placebo treatment arms [20]. Such
measures can then be treated as planned covariates of
interest in statistical analyses. Note too that such influ-
ences might be relatively domain-specific. For example,
a study that aims to study how a repair-based therapy
affects gait velocity would likely prioritize measurement
of non-study therapy focused on gait training over
measurement of non-study therapy focused on swal-
lowing. Measurement tools might include question-
naires or selected devices such as pedometers [48] or
actigraphy [49].

Other covariates relevant to
repair-based trials
Other factors might also influence the likelihood that a
repair-based therapy will be found to be effective in
human subjects (see Chapters 14 and 15). A number
of such factors that influence brain repair, and are thus
of potential interest to clinical trials of repair-based
therapies, have been described [50]. These include
socio-economic factors [51], caregiver status [52,53],
and depression/affective state [54–56]. In addition,
many of the covariates relevant to acute stroke trials
are likely to remain important when trials enroll these
patients in repair-based trials. For example, in a study of
cognitive recovery after a first stroke, diabetes mellitus
was found to be associated with poorer outcome [57].

Genetic factors might also be important to recov-
ery after stroke, and thus therapeutic attempts to
improve it [58–61].

An important point is that certain medications can
adversely influence brain repair, recovery, and out-
come after stroke [62–67]. Thus, medications not
only can promote brain repair, evidence suggests
they can also impede it (see Chapter 17).

For many of these covariates, a great need exists to
standardize methods of measurement. Improved meth-
ods and tools are needed to consistently and accurately
measure experience-related covariates of interest.
Medical comorbidities and complications are common
in the early days to weeks after a stroke [68–70], and can
influence final outcome [71]. Harmonization is needed
for defining, recording, and assigning significance to

such events in the context of a clinical trial. The overall
effectiveness of a therapy active during the weeks fol-
lowing a stroke might hinge as much on the accurate
assessment of these details as on therapeutic benefits.

Issues of study design for
repair-based trials
A number of issues of study design arise when target-
ing brain repair after stroke. Some are not unique to
brain repair; for example, a cross-over study design
might not be feasible in many cases [72], as in some
cases, e.g. during the first month post-stroke, one can
only try one intervention without changing the target
neural system forever.

One approach worthy of consideration for repair-
based therapies is to focus on within-subject change as
the primary means of assessing the endpoint. Many
acute stroke trials have been limited in this regard, as
measurement of global outcome scales or disability
scales can be difficult in the early hours after stroke,
when baseline measurements are recorded. However,
the trial design of most repair-based trials likely will
allow for recording of most endpoints at baseline, prior
to initiation of therapy, due to the relatively wide treat-
ment time window typically suggested for this category
of intervention. Assessing therapy effects using within-
subject change over time, as compared to using cross-
sectional subject data acquired at a single late time
point, can reduce variance and increase statistical power.

As an extension of this issue, study design for
repair-based trials initiated in the acute or early sub-
acute period after stroke must carefully define when
the baseline measures are acquired. In many forms of
stroke, substantial fluctuation of symptoms is not
uncommon during the first few days [73]. Baseline
measures should be acquired as close as possible to
the time of therapy initiation.

Blinding might be more difficult with repair-based
studies as compared to acute stroke studies, for multi-
ple possible reasons. For example, this might arise due
to use of multiple therapy exposures in many repair-
based paradigms, such as the many days of therapy
employed in constraint-induced or robot-based ther-
apy, in contrast to briefer therapy exposures for many
acute stroke interventions. Also, patients are often
more alert during the period of repair-based interven-
tions as versus the early hours [26] post-stroke.
Patients in a repair-based trial might be more likely
to notice therapy side effects, which could lead to
unblinding and thus, to expectation bias [20].
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Endpoints and repair-based trials
Brain repair pertains to a broad range of potential
target patient populations. However, to date, many of
the repair-based stroke clinical trials that have found
favorable behavioral effects have emphasized use of
domain-specific endpoints [7,47,74,75].

There are several reasons why a repair-based trial
might benefit from inclusion of endpoints that measure
specific behavioral domains, in addition to endpoints
that provide a global view of patient status. First, stroke
affects multiple neurological and behavioral domains,
and each of these domains can recover to differing
extents [76,77]. The time course of recovery in one
neurological domain can be independent of recovery
in a second domain of neurological function [78–80].
Such differential gains might be best noted with
domain-specific endpoints. Also, experience can mod-
ulate effects of repair-based therapies, as described
above. Indeed, many of the standard therapies provided
to patients after stroke are domain-specific, such as
hand therapy by an occupational therapist, gait training
by a physical therapist, or language therapy by a speech
therapist. Domain-specific endpoints might be useful,
therefore, to understand the domain-specific effects of
standard post-stroke therapy, even if only to measure
these effects as covariates in a trial.

A number of domain-specific endpoints have been
successfully incorporated into clinical studies in stroke
[81,82]. We have been able to effectively incorporate a
number of brief, domain-specific measures into recent
clinical trials (listed in Table 16.1), such as clinicaltrials.
gov NCT00221390, NCT00362414, and NCT00715364.
Many reasonable alternatives exist and have been com-
piled [76,83,84].

Also, the relationship that measures reported in
preclinical studies have with the endpoints recorded in
clinical trials is unclear [9]. Further studies are needed to
clarify these relationships. One potentially fruitful ave-
nue for insight in this regard is to use MRI measures to
derive insight, as similar MRI endpoints can be meas-
ured in humans and rodents, and might assist in com-
paring behavioral data across species. Examples include
diffusion/perfusion MRI, functional MRI, and diffusion
tensor imaging. Such direct comparisons represent a
potentially important opportunity in this regard.

Biomarkers and repair-based trials
Directmeasurement of themolecular events underlying
repair-based therapies would be useful to maximize

treatment effects. Such data, however, are generally
inaccessible in human subjects. Substitute measures,
or biomarkers, that can be measured might be valuable
towards this goal.

A biomarker can inform clinical trials in many
different ways. Such a measure might help define a
patient subgroup of interest in a manner not available
from bedside exam [62,85]; for example, by measuring
the activity or integrity of the CNS treatment target
[15–18,62]. By enrolling only those patients in whom
the stroke spared a prespecified amount of a target brain
region, a trial is likely to reduce variance. Biomarkers
such as anatomical scanning or functional neuroimag-
ing might identify survival of such target brain regions
better than does a behavioral exam. A biomarker might
also provide insight into a treatment’s mechanism of
action [86–88], which can provide useful insights at the
stage of protocol development.

Another major way in which a biomarker might
support development of a repair-based therapy is to
serve as a surrogate marker, which has been defined as
“a laboratorymeasurement . . . used as a substitute for
a clinically meaningful endpoint . . . ” [89]. In general,
surrogate markers are particularly useful in phase
II trials [90,91]. Examples of successful surrogate
markers include blood pressure as a surrogate marker

Table 16.1 Domain-specific endpoints of potential value to
repair-based stroke trials

Test Domain
assessed

Folstein Mini-Mental Status Exam [126] Global
cognitive
function

Line cancellation test [127] Spatial neglect

Boston Naming Test [128] Aphasia

Alexander’s Apraxia Test [129] Apraxia

Nine Hole Pegboard Test [130] Manual
dexterity

Action Research Arm Test [131], or Arm
Motor Fugl–Meyer Score [132]

Arm motor
function

Gait velocity [133], or Leg Motor Fugl–Meyer
Score [132]

Leg motor
function

Nottingham Sensory Assessment [134] Sensory
function

Geriatric Depression Scale [135], or Beck
Depression Inventory [136]

Depression
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for vascular death, tumor size as a surrogate marker of
survival, and HIV RNA level as a surrogate marker of
progression to AIDS. Biomarker data can at times be a
unique source of information for guiding therapeutic
decision-making. This approach has been suggested in
the acute stroke setting, where diffusion–perfusion
mismatch has been proposed as a surrogate marker
of salvable ischemic penumbra [92–94].

A number of caveats exist when considering using
a surrogate marker [95]. A good surrogate marker is
generally easier to measure than are behavioral end-
points, easier to standardize, and saves time and
money [90,96]. However, for many of the measures
suggested as surrogate markers for brain repair, such
as TMS, fMRI, or PET, these features are not clearly
established. Nevertheless, a proof of concept study in a
carefully defined patient subgroup can be informative
and of high guidance, and so investigations into the
utility of such measures in this context continue.

Another caveat is that a surrogatemarker serves best
when its relationships with the disease process and with
the therapy are well understood. For example, a surro-
gate measure has reduced utility when it is not in the
causal pathway of the disease process, when the therapy
selectively affects physiology of the surrogate, or when
the surrogate measure does not fully capture the net
effect of therapy on the clinical outcome [90,97]. The
usual clinometric properties by which other outcome
measures are evaluated, such as validity, reliability, sen-
sitivity, and specificity, remain important to surrogate
markers, but limited study of such measures has been
performed in the context of brain repair [98–101]. The
many covariates influencing brain repair (above) likely
also color the utility of surrogatemarkers in this context.

A number of measures of potential interest are
available to serve as biomarkers in this context, some
of which are relatively simple to measure. For example,
certain blood tests might provide a measure of repair-
related biological events that influence subsequent
clinical outcome [102,103]. Direct anatomical meas-
ures, such as infarct volume [104–106] or regional
cortical thickness [107], might have predictive value
for response to a repair-based therapy, and so have
potential as biomarkers. Measures of injury to a prede-
fined functional brain region, such as the extent of
insult to the hand region of primary motor cortex
[108], white matter cholinergic projections [109], or
left temporal language areas [110], might provide sub-
stantial insight into the likelihood that a particular
therapy will be able to promote repair in a given patient.

More complexmeasures are also of potential value as
biomarkers of repair-based therapy effects. A number of
MRI-based measures have been examined. Diffusion
tensor imaging (DTI) provides insight into integrity of
white matter tracts and can provide insight into post-
stroke brain repair [18,111]. One potential biomarker
using this method is the mean value for fractional
anisometry within a prespecified region of interest,
such as the posterior limb of the internal capsule for a
motor-related study [18]. Blood oxygenation level-
dependent (BOLD) fMRI provides insights into brain
repair [112,113] and can predict treatment response in
a clinical stroke trial [16,114]. The impact of cerebro-
vascular disease on the use of this method, which relies
on neuronovascular coupling, remains uncertain, but
the convergence of fMRI data findings with results
from numerous other human and animal investigations
supports its validity [50]. Potential biomarkers using
fMRI include the laterality index, a measure of the
balance of interhemispheric control [115,116]; task-
related signal change, which reflects the magnitude of
neuronal activity in relation to task performance [16];
and regional activation volume [20], which describes
the spatial extent of task-related activation within a
region of interest. Connectivity-based [117], spectro-
scopic [118,119], and multimodal approaches have also
been advanced [120,121].

Othermethodsmight also provide useful biomarkers
for trials of repair-based therapies. Physiological meas-
ures such as TMS can provide insight into tissue function
and its changes with therapy [88,122], especially in the
motor system (see Chapter 10). Potential biomarkers
with this method include the motor threshold, which
describes the amount of energy required to elicit a crite-
rion motor system response; motor-evoked potential
(MEP), which describes the skeletal muscle response to
motor cortex stimulation; and the latency, which reflects
the time between cortical stimulation and the MEP.
Brain function can also be measured with PET, as well
as with electroencephalography or magnetoencephalog-
raphy. PET is also able to measure many other brain
processes, such as receptor occupation, oxygen extrac-
tion, protein synthesis, and metabolism [123–125].

The choice of biomarker might also be driven by
pragmatic issues. Many patients with stroke are often
frail or unwell, with limited capacity to undergo
extended testing. Many stroke patients have disability
in a number of neurological domains [77] that might
limit testing. For example, a patient with aphasia,
hemi-inattention, depression, or dementia might not
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be able to properly undergo surrogate marker testing
when testing requires a high level of cooperation or
participation.

Much work remains to bring biomarkers of stroke
recovery to the point of utility. The degree of variance in
behavioral outcome after therapy explained by bio-
markers remains limited. For example, a measure of
CNS injury based on DTI accounted for only 38% of
the variance in clinical gains in one study [18]; an fMRI-
based measure of CNS function, only 20% [16]. Much
study is needed for all repair-based candidates as
biomarkers to understand their value to clinical trials.

Conclusions
A number of classes of therapy are under evaluation to
promote brain repair after stroke. Clinical trials of these
agents are emerging. In some regards, the design of these
trials is directly informed by experience with acute stroke
trials. In other regards, there are unique features to
repair-based trials. Issues related to covariates of interest,
endpoints, and biomarkers in this context have been
considered above. Improvements in the design of repair-
based trials will help translate preclinical findings, and
maximize the application of this class of therapy to the
large population of patients living with stroke.

Measures of global outcome such as the NIH Stroke
Scale, the Barthel Index, and the modified Rankin Scale
are of potential value to measuring effects of repair-
based therapies. In addition, measuring therapy effects
in specific domains might have value. Table 16.1 lists
selected domain-specific endpoints of potential interest.
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17 Neuropharmacology in stroke recovery
Isabelle Loubinoux & François Chollet

Introduction
Clinicians have long recognized that most stroke
survivors recover over time, albeit to varying degrees.
Until now, rTPA thrombolysis within the first hours
of the stroke is recognized as the only validated
treatment able to improve the spontaneous – and
most of the time incomplete – recovery of neurological
functions after stroke. However, we have learnt from
research over the last decade, in part based on the
considerable improvement of neuroimaging techni-
ques, that spontaneous recovery of neurological func-
tions was associated with a large intracerebral
reorganization of the damaged human brain (see
Chapters 9–13). Recruitment of remote functional
areas, overactivation of primary cortices, and changes
in corticalmaps are now considered as the physiological
substratum of clinical recovery. Moreover, it has now
been demonstrated that brain post-stroke plasticity
can be modulated in order to reduce the residual
neurological deficit and the subsequent disability.
Rehabilitation, rTMS, peripheral stimulations, local
anesthetic blocks, drugs, and other interventions have
demonstrated in certain conditions a capacity to induce
an intracerebral reorganization after focal lesion (see
also Chapters 18–24). All are potential therapeutic
agents for recovery. They rely on induced functional
changes in a damaged intracerebral network. Each of
these therapeutic interventions requires extensive vali-
dation. We review in this chapter the data concerning
drug and other neuropharmacological aspects of the
issue. We also address the clinical questions concerning
the repair of damaged neuronal networks and potential
future therapy using external cellular material.

Animal models
Studies in laboratory animals clearly show that the rate
and extent of functional recovery after focal brain

injury can be modulated by drugs affecting certain
neurotransmitters in the central nervous system.
Those laboratory experiments indicate that the rate
and degree of recovery can be affected by changes in
selected neurotransmitters in the central nervous
system (CNS).

Norepinephrine and motor recovery
Several lines of evidence suggest that motor recovery
after injury to the cerebral cortex can be modulated
through the effects of norepinephrine on the CNS.
Detailed reviews have been published [1–3]. For exam-
ple, in rats, central infusion of norepinephrine hastens
locomotor recovery after a unilateral sensorimotor
cortex lesion. In addition, bilateral or unilateral selec-
tive lesions of the locus ceruleus, the major source of
noradrenergic projection fibers to the cerebral cortex
and cerebellum, also impair motor recovery after a
subsequent unilateral cortical lesion. In a provocative
initial experiment, Feeney and Sutton [1] found that,
when combined with task-relevant experience, a single
dose of dextroamphetamine given the day after a uni-
lateral sensorimotor cortex ablation in the rat resulted
in an enduring enhancement of motor recovery. The
amphetamine effect found by Feeney and Sutton has
subsequently been confirmed in relation to functional
deficits arising from focal lesions produced through a
variety of mechanisms, to lesions affecting other areas
of the cortex, and to a range of other behaviors.

Norepinephrine agonists and antagonists
Given the hypothesis that the effect of amphetamine
on recovery is exerted through its effect on nor-
epinephrine, other drugs that enhance norepinephrine
tone would be expected to have similarly favorable
effects on behavioral recovery after stroke. In fact,
yohimbine and idazoxan (α2-adrenergic receptor
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antagonists that increase the release of norepinephrine
in the CNS) facilitate motor recovery when given as a
single dose after unilateral sensorimotor cortex injury.
Similarly, phentermine, an amphetamine analog with
weaker cardiovascular effects, phenylpropanolamine,
and methylphenidate hydrochloride also accelerate
motor recovery after experimental focal brain injury.

If drugs that enhance norepinephrine release are
beneficial, then drugs that decrease norepinephrine
release, increase its catatabolism, or block its postsy-
naptic effects would be hypothesized to be harmful to
recovery. In experiments designed to test this hypoth-
esis, a single dose of the α2-adrenergic receptor agonist
clonidine hydrochloride, given the day after cortex
injury, was found to have a prolonged detrimental
effect on motor recovery in rats and to reinstate the
deficit in recovered animals. Prazosin and phenoxy-
benzamine, α1-adrenergic receptor antagonists that
act on the CNS, also interfere with recovery.

Other drugs
Antidepressants
Depression is common after stroke (see Chapter 14)
and often prompts the use of antidepressant medica-
tions. The administration of a single dose of trazo-
done, a 5HT reuptake blocker, transiently slows
motor recovery in rats with sensorimotor cortex injury
and reinstates the hemiparesis in recovered animals. A
single dose of desipramine, a NE reuptake blocker,
facilitates motor recovery.

GABA
Intracortical infusion of gamma-aminobutyric acid
(GABA) was found to increase the hemiparesis pro-
duced by a small motor cortex lesion in rats. The
short-term administration of the benzodiazepine
diazepam, an indirect GABA agonist, permanently
impedes recovery from the sensory asymmetry caused
by damage to the anteromedial neocortex in the rat
[4]. The deleterious effect of GABA on motor recovery
after motor cortex injury is increased by the peripheral
administration of phenytoin. Phenobarbital also
delays behavioral recovery after injury to the cerebral
cortex in laboratory studies. In contrast, neither car-
bamazepine nor vigabatrin has detrimental effects.

Dopamine and dopaminergic drugs
Dopaminergic agents may influence recovery from
neglect caused by prefrontal cortical injury. Apomor-
phine, a dopamine agonist, reduces the severity of

experimentally induced neglect, and spiroperidol,
a dopamine receptor antagonist, reinstates neglect
in recovered animals. Concurrent administration of
dopamine-blocking drugs such as haloperidol also
blocks amphetamine-promoted recovery, and haloper-
idol, as well as other butyrophenones (fluanisone, dro-
peridol), transiently reinstates the deficits in recovered
animals.

General trends from experimental studies
From published experimental studies, several main
conclusions can be emphasized.

– First, one can be convinced from these studies that
there is obviously a large interaction between
certain drugs and the recovery process in animal
models. Norepinephrine and its agonists and
antagonists have probably been the most studied
drugs, but others with potentially fewer side effects
might also be beneficial. This is undoubtedly
sufficient data from animal studies to support the
need for further human studies [5].

– Second, it appears that the cellular mechanisms
underlying these significant effects of drugs acting
on the CNS are still not well understood. Additional
basic research is needed to better understand such
pharmacological actions in the setting of rewiring
and cellular growth in the damaged brain.

– Third, drugs can have varying effects based on the
dosage and also the dose regimen. For example,
animal studies have found that with increasing
dose, amphetamine has increasing then decreasing
benefit. We have demonstrated kinetics in human
subjects; for example, with increasing dose of
paroxetine, primary motor cortex activation
increases then decreases.

– Motor deficits have been the most frequently
studied domain of recovery after a focal lesion.
Other neurological domains require further study.

– Moreover, the timing of drug administration may
be crucial. A therapeutic time window probably
exists. Some drugs, such as benzodiazepines, that
may be neuroprotective when given soon after the
stroke, are harmful when given later [6].
Amphetamine may no longer be effective after a
therapeutic window of opportunity has passed [7].

– Last, the effects of many drugs, particularly the
effects of noradrenergic agents on motor recovery
after injury to the cerebral cortex, are highly
dependent on experimental details. For example,
drug infusion paired with behavioral training does
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not have the same behavioral effect as compared to
drug infusion without training.

Clinical trials
Trials reported here were considered reliable since
they were all randomized, double-blind, and placebo-
controlled. In this part of the chapter we will only
mention trials where the main evaluation criterion
was clinical outcome. Ideally, the optimal pharmaco-
logical treatment of an individual patient should be
predictable and hypothesis-driven. Hypotheses can in
some instances be derived from findings in animal
experiments. Other approaches are possible. For
example, functional imaging tools such as fMRI,
PET, electroencephalography, or TMS allow evalua-
tion of the effects of a drug on brain activity in greater
detail. In some cases, they can be considered as surro-
gate markers for drug activity on the human damaged
brain (see Chapter 16). They might represent the ini-
tial step of clinical evaluation of the drug, but the final
judgment must be clinical. The interest of neuroimag-
ing will be detailed in the next part of the chapter. The
below review considers selected trials. More compre-
hensive reviews regarding clinical trials have been
published [8,9].

Amphetamine
Dextroamphetamine enhances the release of noradre-
naline and dopamine in the synaptic cleft. Such a
mechanism seemed promising because animal experi-
ments have indicated that the two neurotransmitters
modulated by this drug support activity and motor
functions.

Recovery of motor function
Several studies have tested the effects of d-amphetamine
on motor recovery after stroke, including a total of at
least 280 patients.

The first study of the effects of amphetamine on
recovery after stroke in humans [10] was carefully
designed to simulate the paradigm used in the labo-
ratory. Eight patients with stable motor deficits were
randomized to receive a single dose of amphetamine
or a placebo within 10 days of ischemic stroke, with
drug administration tightly coupled with physical
therapy. The following day, the amphetamine-treated
group had a significant improvement in motor per-
formance (P < .05), whereas there was little change in
the placebo-treated group. A second double-blind,
placebo-controlled trial involving 12 patients [57]

found no treatment effect, but it differed in several
ways from the previous study. A different dosing regi-
men was used, interventions beganmore than 1month
after the stroke, and the administration of the drug or
placebo was not tightly linked with physical therapy.
In a third double-blind, placebo controlled trial [11],
a short course of treatment began between 15 and
30 days after the stroke, with each dose of amphet-
amine or placebo given in tight conjunction with
physical therapy. Patients treated with amphetamine
had significantly greater improvements in motor
scores compared with placebo-treated patients
(P<.05), and that benefit persisted for as long as 10
months after the intervention ceased. In combination
with the principles learned from the laboratory, these
three clinical studies suggest that drug dosage, timing,
and the tight coupling of drug therapy with physical
therapy may be critical determinants of whether the
treatment is efficacious.

Despite these results, subsequent studies failed
to show a superiority of d-amphetamine compared
with placebo [12–17], even though some adhered to
key principles such as tight coupling of peak drug
blood levels with physical therapy. A recent review
summarized that it is currently impossible to draw
any definite conclusions about the potential role of
d-amphetamine in motor rehabilitation [18].

Recovery of aphasia
Two placebo-controlled studies have evaluated
changes of aphasic symptoms during treatment with
d-amphetamine. Walker-Batson et al. [19] studied 21
stroke patients in the subacute phase. Ten milligrams
of d-amphetamine were administered every third or
fourth day, combined with a 1-h session of speech
therapy. Altogether, 10 sessions were performed.
The Porch Index of Communicative Ability was
used as a measure of changes. Patients receiving
d-amphetamine improved significantly, and 6 months
later there was still a trend for greater improvement in
the d-amphetamine group.

Whiting et al. [20] published a study, although
only two patients were enrolled, making it difficult to
draw large conclusions. In this report, one patient
showed greater improvement during d-amphetamine
treatment, whereas the other did not.

Methylphenidate
Methylphenidate produces an increase in dopamine
and noradrenaline signaling through multiple actions.
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A prospective, randomized, double-blind, placebo-
controlled trial with 21 patients early after stroke indi-
cated that the combination of methylphenidate with
physical therapy over a period of 3 weeks improved
motor functions (as measured with the Fugl–Meyer
Motor Scale and with a modified version of the
Functional Independence Measure) and decreased
depression [21]. A subsequent neuroimaging study
by Tardy et al. confirmed these findings [22].

Levodopa: chronic dose versus single dose
Chronic dose: conflicting results
A randomized study with stroke patients (n=53)
6 weeks after stroke onset demonstrated that 100mg
levodopa given once a day over a period of 3 weeks in
combination with carbidopa was significantly better
than placebo in reducing motor deficits as measured
with the Rivermead Motor Assessment. The improve-
ment persisted over the subsequent 3 weeks [23].
However, the study results have not been replicated
by others up to now. Rather, on the contrary, a recent
study with subacute stroke patients who received
100mg levodopa per day for 2 weeks did not find a
stronger improvement of motor functions than in
the group treated with placebo [24]. Sample sizes
were smaller in the latter study, and carbidopa was
not concomitantly administered, complicating direct
comparison of the two studies.

Single dose: conflicting results again
Three placebo-controlled studies have tested the effect
of a single dose of 100mg levodopa in chronic stroke
patients. Floel et al. [25] used a paradigm that is
thought to reflect short-term plasticity in motor neu-
ronal circuits. Thumb movements evoked by trans-
cranial magnetic stimulation (TMS) are trained in
the opposite direction for 30min. After the training
period, this paradigm generally finds that TMS
typically evokes thumb movements in the trained
direction. After another 15–20min, TMS-induced
movements return to the original (pretraining) direc-
tion. Using this paradigm, Floel et al. demonstrated
that, compared with placebo, ingestion of levodopa
was associated with more frequent TMS-evoked
movements in the trained direction. The authors inter-
preted their results as an indicator that levodopa is able
to enhance the ability to encode a motor memory with
training. The design of this study is elegant, but the
findings do not necessarily imply that levodopa is also
effective in improving activities of daily living.

Restemeyer et al. [26] used other parameters to test
the effects of levodopa in 10 chronic stroke patients
who participated in a double-blind, placebo-controlled
crossover trial. The authors employed the nine-hole peg
test as a measure of dexterity, a dynamometer to meas-
ure grip strength, and the Action Research Arm Test,
which allows evaluation of proximal and distal arm
functions. In addition, motor excitability was measured
by a variety of TMS techniques. There was no difference
between levodopa and placebo – neither in the clinical
tests nor in the TMS results. A third study [27] found
that levodopa was superior to placebo for improving
reaction time in 18 patients with chronic stroke under-
going procedural motor learning. Each study applied
the same dose of levodopa, suggesting that other factors
might be important to effectiveness of this intervention.

Selective serotonin reuptake inhibitors
The effectiveness of the selective serotonin reuptake
blocker fluoxetine on recovery of motor functions has
been tested in two main studies.

Single-dose study
In a double-blind, placebo-controlled crossover trial,
a recent study with eight chronic stroke patients
investigated the effects of a single dose of 40mg cit-
alopram [28]. Grip strength was measured with a
mechanical dynamometer, and dexterity was evaluated
with the nine-hole peg test. After citalopram intake,
dexterity (but not grip strength) was significantly more
improved than after placebo. The drug effect was
present only in the affected, and not the unaffected,
hand.

Chronic-dose study
In an early study, Dam et al. [29] applied 20mg fluox-
etine per day in severely disabled stroke patients and
compared the effects with those in the control groups
receiving either 150mg maprotiline per day or placebo.
They found the greatest improvements regarding
walking and activities of daily living in the fluoxetine-
treated patient group. Other effects of selective serotonin
reuptake inhibitors on activities of daily living, mood,
and cognitive status are reviewed in Chapter 14.

Pending study
The FLAME trial is a double-blinded randomized trial
that is comparing placebo with 3 months of 20mg
fluoxetine in 110 patients presenting with an ischemic
stroke with motor deficit. The results should be
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available within the following year. Effects of selective
serotonin reuptake inhibitor therapy on depression
following stroke are considered in Chapter 14.

Piracetam
Very little is known about the mechanism of action, but
there is some evidence that piracetam enhances glucose
utilization and cellular metabolism in the brain.
Placebo-controlled trials in subacute stroke patients
(n=203) indicated that application of 4.800mg pirace-
tamdaily reduced aphasic symptoms as evaluated by the
Aachener Aphasie Test [30,31]. The drug was given for
either 12 weeks [30] or 6 weeks [31]. In the study by
Huber et al. [31], piracetam-associated improvements
were detected in the patients’ “written language” and
“profile level.” Kessler et al. [32] performed a positive
prospective, double-blind, placebo-controlled PET
study in 24 stroke patients with aphasia, included in
the study within 14 days after stroke. A Cochrane
Review concluded that “treatment with piracetam may
be effective in the treatment of aphasia after stroke” [33].

Others
Reboxetine
Reboxetine inhibits the reuptake of noradrenaline.
Ten chronic stroke patients receiving a single dose of
6mg reboxetine were studied in a double-blind,
placebo-controlled crossover design [34] by Zittel
et al. Grip strength, dexterity and hand tapping speed
were evaluated before drug ingestion, 3 h after drug
intake, and after a single session of physiotherapy
aimed at improvement of hand function. In addition,
motor excitability changes were investigated with
TMS. Reboxetine induced a significant improvement
of tapping speed and grip strength. Dexterity and TMS
results remained unchanged.

Moclobemide
Moclobemide is an inhibitor of monoamine oxidase
A. Compared to placebo, treatment withmoclobemide
(600mg per day) for 6 months did not enhance the
regression of aphasia following an acute stroke [35].

Donepezil
Donepezil inhibits the acetylcholine esterase.
Donepezil has been tested in 26 patients with post-
stroke aphasia [36]. The patients received donepezil
(10mg per day) or placebo for 16 weeks. The Aphasia
Quotient of the Aphasia Test Battery showed a drug-

associated improvement, indicating less severity.
However, the Communicative Ability Log, a scale
that assesses the patient’s communicative behavior in
everyday life, remained unchanged.

Summary of clinical trials
Currently, there is only limited evidence for supporting
or refuting the use of centrally acting drugs to enhance
effects of neurorehabilitation. Many reasons can be
underlined to explain the difficulties encountered by
the investigators: recruitment of patients (25–40
screened for 1 enrolled), heterogeneity in stroke types,
size, location of lesion, concomitant neurological symp-
toms (within-subject variability in recovery), standard-
ization of rehabilitation programs, dose of the drug,
specific chemical formulation of the drug under study
(d or dl amphetamines), time of prescription, duration
of the treatment, and more. Most studies were per-
formed in well-selected small patient groups and rather
serve as a proof-of-principle investigation. The inter-
pretation is further complicated by conflicting results,
for example, with d-amphetamine and levodopa. One
could interpret the current limited data as suggesting
that the most promising post-stroke pharmacological
strategies might be piracetam for aphasia, and levodopa
for improvement of motor functions. These drugs have
only minor side effects and might prove to be reason-
ably well tolerated. No regulatory agency will grant
approval for use of such drugs until evidence is also
provided by properly powered, formal, phase 3 clinical
trials. Such trials would likely have to evaluate effects in
the long term, and consider effects on function and
disability.

Neuroimaging and pharmacotherapy
Neuroimaging can provide useful insights for optimal
use of pharmacotherapy towards stroke recovery. A
number of such applications are considered below, as
well as in Chapter 16.

Neuroimaging trials in aphasia
For aphasia, as mentioned above, there may be mild
positive effect of piracetam on behavioral status [9,33].
The only neuroimaging trial in aphasia was performed
by Kessler et al. [32] in a study combining serial
language assessment with serial positron emission
tomography (PET) measurements using O15-labeled
water in an activation experiment (word repetition
against resting state). Twenty-four patients were
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included after 2 weeks post-stroke, and randomized to
either a placebo or a piracetam group (2.4 g/twice day)
for a 6-week session. No significant difference existed
between the two groups for language deficits at enroll-
ment. Improvements of language functions were
assessed using subscores from the Aachen aphasia
test. Over the course of treatment, the placebo group
showed improvements in three subscores, while the
piracetam group improved on seven of them.More left
hemisphere areas showed an increase in activation
across the period of therapy in the piracetam group
as compared to the placebo group. rCBF was increased
in the left inferior precentral gyrus (BA 6) for the
placebo group and in preserved left areas (Broca,
Wernicke’s areas, Helsch’s gyrus) for the piracetam
group. A reduction of rCBF was observed in the
right hemisphere. This study supports the idea that
recovery is better when occurring in the hemisphere to
which language is normally localized. However,
although activation correlated with performance in
the first PET scan, no such correlation was present at
the post-therapy PET scan, raising questions as to
whether the observed PET changes were indeed
responsible for the observed drug-related behavioral
recovery.

Neuroimaging trials in hemiparesis
Depletion in norepinephrine (NE) and dopamine
(DA) has been demonstrated after the acute phase
following cortical infarction [37]. In light of this,
pharmacological strategies have been based on mono-
aminergic supplementation, although other excitatory
neurotransmitters such as acetylcholine might also
prove to be good candidates. Below, neuroimaging
findings relevant to pharmacological studies of stroke
recovery are considered.

Functional MRI
Our group in Toulouse have investigated monoami-
nergic drugs (noradrenergic-, dopamine-, and seroto-
nine enhancers) on motor deficits. Only single-dose
studies have been conducted in patients, whereas
single- and multiple-dose treatments have been tested
in healthy subjects [38–42]. In the scanner, task param-
eters were controlled so that placebo or drug intake
was the only parameter that changed between both
evaluations. Briefly, first, it was demonstrated that
a single dose of monoaminergic enhancer increases
sensorimotor activity and motor performance, which
cannot be attributed to an antidepressant effect that

requires weeks to occur, that was not a placebo effect,
a dose effect could be evidenced, and cortical motor
excitability was modified. Second, chronic treatments
disclosed an increase inmotor performance, decrease in
sensorimotor activation, and an increased facilitation
explained by excitatory interneurons projecting on
motorneurons [38]. Moreover, as a general arousing
system, the serotoninergic system may modulate and
facilitate other functions such as language [43].

In patients, the serotoninergic pathway was first
explored by Pariente et al. [44] with a crossover design
in eight stroke patients with subcortical lesion on the
pyramidal tract and pure motor deficit. They demon-
strated that a single dose of fluoxetine, a selective
serotoninergic reuptake inhibitor, was able to enhance
BOLD signal in the ipsilesional sensorimotor cortex
compared to placebo (parameters of the task being
similar), and that this enhancement was correlated
with better performances on grip force and tapping
speed. Significant improvements were observed only
on the paretic side, and furthermore, no imaging effect
was seen when they moved the “healthy” side. This
study demonstrated that drug can target a preserved
sensorimotor network. Slight displacements in the
z-direction of the ipsilesional sensorimotor area were
evidenced [45], demonstrating a very localized reor-
ganization. Those displacements have been demon-
strated functionally relevant [46].

Similar results were found by Tardy et al. [22] with
methylphenidate (a noradrenergic and dopaminergic
enhancer). A passive training (electrical stimulation)
was applied twice during 10min. The finger tapping
speed was improved by 9% on average 2 h after
intake at peak plasma concentration. The main differ-
ence relied on the brain region whose activation was
recruited by drug, which was demonstrated to be
towards the ipsilesional face sensorimotor area.
Activity in this region demonstrated a correlation
with motor performance (finger tapping speed), dem-
onstrating that a drug is able to target efficiently areas
that are recruited. The anterior cingulum was hypo-
activated after drug intake, suggesting an effect on
attention expected with this type of drug. This second
study highlighted the pharmacological targeting of a
compensatory reorganized network.

Transcranial magnetic stimulation
A number of studies have also examined pharmaco-
logical effects using TMS. The preserved primary
motor cortex was explored on the ipsilesional side in
the study conducted by Zittel et al. [47]. A single dose
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(6mg) of reboxetine, a noradrenaline reuptake inhib-
itor, was tested at peak plasma concentration before and
after a 1-h physiotherapy session. TMS investigation
disclosed no effect on motor-evoked potential (MEP)
amplitude. Compared with placebo, reboxetine inges-
tion was followed by an increase of tapping speed and
grip strength in the paretic but not in the unaffected
hand. No further improvement was noticed after phys-
iotherapy. Restemeyer et al. [26] also found no TMS
changes in their study of levodopa, although this neg-
ative TMS result was in association with absence of
behavioral effects of the drug. Although these two trials
do not provide support for TMS as a means to examine
pharmacological effects in stroke recovery, TMS has
performed well in many non-pharmacological studies,
such as constraint-induced therapy [48].

Lessons regarding pharmacotherapy mechanisms
The effects of a single dose can be explained by short-
term plasticity. Mechanisms might include alleviation
of metabolic depression, stimulation of sensorimotor
pathways, increase in cortical excitability [38,22], and
partial re-establishment of interhemispheric inhibi-
tion between both M1. In analogy with amphetamine,
monoaminergic drugs can increase the signal/noise
ratio, i.e. the ratio between task-dependent activity
and tonic activity [22]. Applying this to post-stroke
recovery, drugs could increase adaptive brain activity
in a compensatory network.

More specifically, DA through attention and reward
may reinforce associative learning, and the effects of
dopamine drugs might be mediated through dopamine
projections to cerebral areas related to these functions.
Noradrenaline (NA) modulates saliency of sensory
inputs, attention, and memory. One additional hypoth-
esis is that a primary function of the brain serotoniner-
gic system would be to facilitate motor output [49],
which underlines the fact that drug intake would
be more efficient when paired with training. Further,
5HT enhances arousal and vigilance [40] and enhances
energetic supply by stimulating glycogenolysis. 5HT is
also involved in spatial memory acquisition, learning,
consolidation, short-term facilitation (enhancement of
transmitter release), storage of long-term memory in
aplysia sensorimotor synapses, and long-term facilita-
tion (growth of new synaptic contacts between sensory
andmotor neuron and facilitation of synaptic strength),
growth factor gene expression, declarativememory, and
the associated hippocampal neurogenesis in animals
and humans [41].

All monoamines (NE, DA, 5HT), and Ach, may
drive long-term potentiation (LTP), optimize activity-
dependent learning in humans and possibly relearning
after stroke. Finally, amphetamine takes part in post-
lesional remodeling of motor areas through NA mod-
ulation in ref. [22].

Conclusion
In studies of pharmacotherapy for stroke recovery,
consideration must be given to a broad range of issues
including choice of drug, the dose, the treatment win-
dow, and the treatment duration. In many cases,
single-dose studies will be of less value than chronic,
recurrent strategies. Attention must be given to cort-
ical vs. white matter injury, as biological targets might
vary across such groups. Individual levels of mono-
amines, genetic profile, dose, and location of stroke
injury might each contribute to variability in subject
response, and so might be important to measure as
covariates.

In conclusion, neuroimaging and single-dose stud-
ies may identify therapeutic targets, and lead to larger
clinical trials. Studies will likely eventually involve
multiple treatment modalities, such as pharmacother-
apy combined with direct cortical stimulation, repeti-
tive TMS, transcranial direct cortical stimulation, or
paired stimulation (coupled cortical and sensory stim-
ulation) to improve post-lesional plasticity.

Stem cells in relation
to pharmacotherapy
The biology of stem cells and their effects in animal
models of stroke are reviewed in Chapter 24. There
have been very few human clinical trials of stem cell
therapies published to date. Stem cell applications in
humans with other conditions, such as acute myocar-
dial infarction, suggest safety and possible clinical
benefit.

Four stem cell trials have been published to date in
human subjects. One study [50] examined intravenous
injection of 1 × 108 autologous mesenchymal stem
cells 1–2 months after a severe hemispheric stroke
(n= 5 transplanted, n= 25 controls), and reported
that, up to 1 year post-therapy, cell therapy was safe
and improved outcome on measures such as the
Barthel Index. A second study examined neural stem
cells derived from embryonic porcine striatum,
implanted into the striatum of five patients who were
1.5–10 years after a basal ganglia strokes (no control
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group). The trial was terminated by the US FDA after
the occurrence of two adverse events, including one
patient with cortical vein occlusion possibly related to
surgery [51].

Two stem cell trials examined intracerebral
implantation of differentiated hNT cells, also known
as NT2N cells or LBS neurons (Layton Bioscience,
Inc.), which are postmitotic human neuronal cells
generated from an immortalized NT2 (ntera-2) cell
line derived from a human teratocarcinoma upon
exposure to retinoic acid. In contrast to the above
two studies, administration of these cells required
concomitant immunosuppression. The first study
[52] examined a dose of 2–6 million cells 7–55 months
post-stroke. No safety concerns were raised after one
year of follow-up. At 24 weeks, 6 patients showed
neurological improvement; 3, decline. Positron emis-
sion tomography scanning 6 months after implanta-
tion showed increased glucose consumption at the
implant site, possibly reflecting cell survival or effects
on host cells. Autopsy examination of one patient who
did not show clinical improvement and died of myo-
cardial infarction found no signs of inflammation,
neoplasia, or infectious disease 27 months after
implantation [53]. Fluorescent in-situ hybridization
detected NT2N DNA in this patient, suggesting long-
term stem cell survival. A second trial [54] in 14 sub-
jects examined 5–10 million cells or control (n= 4, no
surgery), with implantation 1–6 years post-stroke. Cell
therapy was safe. However, no statistically significant
gains were seen in any of several stroke scales.

Debate continues as to the extent to which some
stem cell therapies might replace, or regenerate,
actual neural circuitry after brain injury such as
stroke. Evidence suggests, however, that some stem
cells are preferentially attracted to sites of brain
injury, where they are transformed by local factors
and begin releasing a range of neurotrophic factors
[55]. In this regard, some stem cells, such as mesen-
chymal stromal cells, represent a mobile, inducible
source of local pharmacological therapies (see
Chapter 24). Favorable effects of such cells com-
bined with measurement of the local factors released
by such cells when introduced after stroke might
provide insights useful for planning pharmacologi-
cal interventions.

The optimal conditions for cell transplant therapy
after stroke are not known [56,57]. Future stem cell trials
must be designed in accordance with the Consolidated
Standards of Reporting Trials (CONSORT) guidelines.

Also, guidelines for stem cells clinical trials were devel-
oped by a group of basic scientists and research clini-
cians actively involved with CNS transplantation and
published as the recommendation of the American
Association of Neural Transplantation and Repair [53].

An exciting future direction for research pertains
to monitoring stem cells introduced therapeutically.
Tagging cells with nanoparticles such as superparamag-
netic iron oxide particles (SPIO) or gadonanotubes
(carbon nanotubes complexed with a paramagnetic
contrast agent such as gadolinium) allows them to be
monitored with the use of MRI [56]. SPIO labeling
allows in-vivo cell tracking over several weeks. Data to
date suggest that this method of tagging does not have
obvious effects on cell migration, integration, or differ-
entiation. The complete safety profile of this approach
in humans remains under investigation. If feasible, in-
vivo MRI of labeled transplanted stem cells might be
helpful in detecting whether sufficient cells enter and
remain viable in the injured brain area. However, this
technique will not differentiate whether labeled cells
have been trapped by macrophages or not.

To bring such innovative cell-based therapies to
the clinic, many questions have to be solved. Do the
cells survive in a sufficient number; how do they act on
neural tissue; how do they impact impairment and
disabilities? The robustness of their effects on neuro-
modulation, reorganization, regeneration, and behav-
ioral recovery is a work in progress [57,58–60].

Summary
Neuropharmacological intervention, directly via phar-
macological therapies and perhaps indirectly via factors
elaborated by stem cells, has the potential to improve
recovery from stroke. Many studies have focused on the
chronic phase of stroke, but likely biological targets of
interest exist in early phases too. Many possible ther-
apeutic strategies have been suggested, and require
further study. Functional neuroimaging has the poten-
tial to be of guiding value to many of these studies.
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18 Robotic approaches to stroke recovery
David J. Reinkensmeyer

Introduction
Research on robot-assisted movement therapy is
increasing exponentially, as measured by estimates of
the number of publications in the field (Figure 18.1).
Most of this work has focused on rehabilitation of
movement after stroke, because stroke is a leading
cause of adult disability in industrialized nations, and
therefore survivors of stroke are a large target popula-
tion, although there is also some work on robotic
movement training after spinal cord injury, cerebral
palsy, and multiple sclerosis.

The most commonly explored paradigm is to use a
robotic device to physically assist in completing desired
motions of the arms, hands, or legs as the patient plays
computer games presented on a screen (Figure 18.2). A
wide variety of assistive control strategies have been
designed (see [1] for review) , ranging from robots that
rigidly move limbs along fixed paths, to robots that
assist only if patient performance fails to stay within
some spatial or temporal bound, to soft robots that
form a model of the patient’s weakness. There is also
some preliminary work on devices that perturb patient
movements (“error-amplification strategies” [2]), or
that act as non-contacting coaches [3]. Most robotic
therapy devices are currently used as stationary exer-
cise machines in clinics, although there is substantial
interest in making devices that are portable, wearable,
and usable at home (e.g. [4–7]).

There is now substantial clinical evidence that
exercise with robotic therapy devices can benefit stroke
patients (see [13–15] for reviews). As reviewed below,
improvements in movement ability following robot-
assisted training in acute, subacute, or chronic stroke
are statistically significant, but modest. Less clear is the
specific role that robotic actuation itself plays in these
findings [16]. A robot is commonly defined as a device
that can apply forces (and therefore move itself and

other things) in response to computerized commands.
Adopting this focused definition of robotic therapy –
i.e. that robot therapy is the application of computer-
controlled forces to limbs – clearly distinguishes
robotic therapy and non-robotic approaches, such as
sensor-based computer games and passive exercise
machines, which also show promise for stroke reha-
bilitation [17–22]. Under what conditions should one
expect that applying forces to a limb will enhance
motor recovery?

The purpose of this chapter is to critically review
existing clinical evidence for efficacy of robotic move-
ment training, with a view toward identifying the
mechanisms of neuroplasticity that are stimulated by
robot-assisted movement training. This chapter focu-
ses on upper extremity training because of space lim-
itations, although results are similar for robotic gait
training after stroke. Evidence for sufficiency of
robotic assistance in providing therapeutic benefit
during movement training is extensive, but evidence
for necessity of robotic actuation in providing thera-
peutic benefit is limited. From a mechanistic perspec-
tive, the evidence is consistent with the following
working hypothesis: movement practice, consisting
of the repetitive execution of descending commands
to try to achieve a presented motor goal, is the
key stimulus for motor recovery, independently of
whether this movement practice is accompanied by
robotic assistance. The benefits of robotic therapy
devices may therefore be more related to providing
motivating, quantifiable, and economic delivery of
training, rather than a specific enhancement of plasti-
city attributable to robotic forces, although it is still a
possibility that some motor benefits might be derived
from the somatosensory signals generated when
robotic therapy moves a limb. A practical implication
then is that non-robotic technology that improves
the motivating, quantifying, or economic qualities
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associated with robots may ultimately be a more viable
solution for clinical implementation.

Clinical studies analyzing the effect
of additional therapy provided by
a robotic device
An important question for acute stroke rehabilitation
is whether therapy provided by a robotic device
beyond standard amounts of therapy can improve
recovery. Likewise, for chronic stroke patients with a

stable motor function baseline, does additional ther-
apy, in the form of robotic therapy, produce a benefit?
If so, then at the least it would seem justifiable to use
robotic devices as adjuncts to traditional therapy inas-
much as they allow additional therapy and thus addi-
tional recovery to be obtained at a reduced cost.

In discussing the answer to this question, we will
refer to the upper extremity Fugl-Meyer (FM) score
[23] as an outcome measure, because it has been fre-
quently used and provides a basis for comparing stud-
ies. The upper extremity Fugl-Meyer score is an
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Figure 18.1 Number of publications on robotic
therapy devices, plotted as a function of
publication year. From [1].

Figure 18.2 Examples of robotic and
non-robotic movement training devices.
A: The first device to undergo extensive
clinical testing was MIT-MANUS [8], which
assists in movement of the supported arm
in the horizontal plane. B. The Lokomat is a
motorized orthosis that can assist in hip
flexion/extension and knee flexion/
extension [9]. C. The hand robot HWARD
[10] uses triggered assistance, which
means that it allows free movement for a
fixed time for each desired task, and then
responds by moving the hand if the
patient does not achieve the task.
D. T-WREX [11] is a non-robotic device that
uses passive gravity balancing to provide
assistance; the number of elastic bands
determines the amount of assistance.
E. Pneu-WREX [12] builds a real-time
computer model of the patient’s
weakness, and uses it to provide
feedforward assistance with a compliant
position controller for 3D movement.
From [1].
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impairment-based scale that measures movement
ability on a scale from 0 (complete paralysis) to 66
(normal movement). It is calculated by asking patients
to make 33 test movements, scoring them 0 (unable to
perform), 1 (performed imperfectly), or 2 (performed
perfectly). Most studies have included groups of
patients with an average beginning FM score in the
range of 10–30 points (pts), although a few have
included higher-level patients (e.g. [10]). A patient
with an FM score of 10–30 is severely to moderately
impaired, and thus a logical candidate for robotic
assistance, since unassisted movements are severely
disrupted. An additional factor to keep in mind when
reading the following summary is that most studies to
date have used exercise protocols lasting from 3 to
8 weeks, with the patients receiving 3–5 h of robotic
therapy per week.

Arm exercise
The first randomized clinical tests of a robotic therapy
device measured the effect of additional therapy
delivered to subacute stroke patients with MIT-
MANUS [8,24,25]. This device (Figure 18.2A), now
sold as the InMotion2, sits across from the patient on a
tabletop, attaches to the patient’s hand/forearm, and
compliantly assists the patient in moving the sup-
ported arm in a horizontal workspace, requiring
shoulder and elbow motion as the patient plays simple
video games. About 1h per day of extra therapy deliv-
ered with MIT-MANUS resulted in a significantly
greater improvement in the FM score (2 points on
the 66-point scale) [8,25]. Additional therapy with
MIT-MANUS also improved motor function of
chronic stroke patients (3.2 FM pts) (n=20) [26], and
was maintained at 4 month follow-up (3.4 FM pts)
(n=42) [27]. Chronic, severely impaired stroke sub-
jects (initial mean FM=10 pts) who received a shorter
duration of training with MIT-MANUS improved by
1.2 FM pts [28].

Robot therapy has also been applied to acute stroke
survivors, beginning during the first week after stroke,
using the cable-based NeReBot to mobilize the
arm [29]. This robot can be rolled up to the patient’s
bed, and uses a motorized, overhead suspended sling
to move the shoulder and elbow in 3D space along a
therapist-demonstrated path. Acute stroke survivors
(n=17) who received active-assist arm mobilization,
compared to a control group that did not receive addi-
tional therapy (n=18), improved 5 pts more in FM, as
well as on a functional measure (the Functional

Independence Measure, or “FIM”). These incremental
gains were sustained at 8-month follow-up (10 pt addi-
tional FM gain).

A simple design for a robot that assists in reaching
is to use a linear bearing to guide the hand, since for
many reaching movements, the hand moves along an
approximately straight-line path. A study with one of
the first robots of this design, the ARM Guide, found a
benefit of robotic therapy in chronic stroke subjects
(n=3), in terms of range and speed of reaching motion
[30]. Chronic stroke subjects (n=20) who practiced
with a bilateral robotic arm trainer consisting of two
linear slides improved by 2.8 pts on the FM scale [31].
Therapy with a robotic arm trainer (MEMOS) that
assisted in horizontal plane arm motion of chronic
stroke subjects (n=9) with two perpendicular linear
slides found a significant gain in FM score by 6.7
points [32]. In a second study of the same device,
there was a 10 pt FM gain in subacute stroke patients
(n=9) and a 5 pt gain in chronic stroke subjects
(n=13) [33].

A recently developed control approach is to use
EMGmeasurements from elbow muscles to help drive
the assisting robot. A robot that assisted in elbow
extension by measuring triceps EMG activity and pro-
viding proportional robot assistance helped chronic
stroke patients (n=8) to improve their movement
ability by 4.1 points on the FM score [34]. EMG-
triggered assistance for another elbow-assisting robot
improved FM score by 3.5 points in chronic stroke
subjects (n=6) [35].

Hand/wrist/forearm exercise
Most initial robot therapy devices focused on arm
movement, but there are now several studies of
hand/wrist/forearm robots, as reviewed in this section
and the following sections. One of the first devices, the
Rutgers Glove, uses small, frictionless pneumatic cyl-
inders mounted in the palm of the hand to help move
the fingers [36]. Additional exercise with this haptic
glove in a virtual reality (VR) environment resulted in
measurable benefits by quantitative and clinical meas-
ures [36]. Exercise with a device that assisted solely in
wrist flexion/extension resulted in a significant 5.7 pt
FM gain after 3 weeks of therapy for chronic stroke
subjects (n=7) [32]. This is comparable to the 7.6 pt
FM gain seen with HWARD (Hand Wrist Assistive
Rehabilitation Device) [10], which is a pneumatically
actuated robotic device that helps move the wrist and
fingers after the patient initiates movement.
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A recent study examined the effect of a combina-
tion of robot assistance of the wrist and fingers
through a cyclic motion, while vibrating the tendons
of the lengthening muscles for chronic stroke subjects
(n=11) [4]. The goal of this “AMES” (Assisted
Movement with Enhanced Sensation) technique was
to enhance the sensory input associated with move-
ment, and thus to strengthen functional connections
between somatosensory neurons and motor output
neurons in the cortex. Notably, subjects treated them-
selves at home with this technique, 30 minutes per day
for 6 months, complying to complete an average of
70% of the recommended treatments. Subjects signifi-
cantly improved their strength and range of motion, as
well as a functional outcome score.

Another recent study combined training with the
BiManuTrac device with a brief period of transcranial
direct current stimulation (tDCS, see Chapter 19) over
the motor cortex at the beginning of each training
session [37]. The BiManuTrac device allows bilateral
forearm supination/pronation or wrist flexion/exten-
sion movements, after a quick configuration change.
For subacute stroke patients, the combined robotic/
brain stimulation approach resulted in large improve-
ments in FM score (+33 pts) in 3 patients, 2 of which
had subcortical lesions, and smaller improvements
(5 pts) in 7 patients, all with cortical lesions.

Summary
Additional motor training provided with a robotic
device can significantly improve movement ability

following acute, subacute, or chronic stroke, but the
reduction is modest – typically on the order of 2–6
additional FM points, leaving patients well short of the
peak possible score of 66 (Figure 18.3). A plausible
use-dependent plasticity mechanism that robotic
training stimulates to achieve these gains is simply
the mechanism (or mechanisms) by which all forms
of repetitive practice improve movement ability.

Clinical studies comparing a matched
amount of two therapy types, at least
one of them being robotic, and
finding benefits, but no difference
between groups
Given that additional therapy delivered with a robotic
device is beneficial, it is logical to ask whether robot-
assisted therapy is more effective than other types of
therapy a patient could undertake. Several studies that
have tried to address this question have produced
inconclusive results. We review these studies in this
section.

Arm exercise
The first study to compare robot therapy with another
dose-matched therapy compared a matched amount
of robot-assisted therapy using the MIME device with
therapist-provided neurodevelopmental therapy with
chronic stroke subjects [38]. The MIME device uses
an industrial robot to assist the arm in moving in

Figure 18.3 Summary of gains in upper extremity Fugl-Meyer (FM) score, as a function of robotic or non-robotic therapy, chronic versus acute
training, or hand/wrist versus arm therapy. The FM score varies from 0 (complete paralysis) to 66 (normal movement). Most of the studies
reported here included subjects with an initial FM score between 10 and 30. The size of the sphere is the size of the FM gain for a study. A sphere
with a diameter corresponding to 7 FM points is labeled. Red spheres denote hand/wrist studies; blue, arm studies. A: FM Gains reported from
studies reviewed here that examined the effect of an additional dose of movement therapy delivered with a robotic or non-robotic device. For
studies on acute and subacute patients, only studies that controlled for intrinsic recovery by including a control group that did not receive
additional therapy are included, and only the change on top of that due to intrinsic recovery is plotted. FM gains are modest but consistently
positive. B: Differential FM gains due to robotic therapy, when the control therapy was duration matched. Only one study [46] with a distal robot
and subacute stroke patients showed a substantial differential benefit. For both A and B, there is no obvious advantage to the distal versus
proximal, chronic versus acute, or arm versus hand/wrist parameters.

18: Robotic approaches to stroke recovery

198



three-dimensional space, and can be used in a mirror-
image mode in which movements of the less-impaired
arm are used to specify movements of the paretic arm.
The robot-trained group (n=13) had larger improve-
ments in FM score compared to the control group
(n=14) after 2 months of treatment (by 4.7 compared
to 3.1 points), but not at 6-month follow-up. A follow-
up study [39] compared different forms of robot-
assisted treatment (unilateral n=9, bilateral n=5, com-
bined bilateral and unilateral n=10) to conventional
therapy (n=6) for subacute stroke patients (about 10
weeks post-stroke). The FM point gains after 2 months
were 7.9 for unilateral, 3.8 for bilateral, 7.6 for com-
bined, and 5.8 for conventional, with the only signifi-
cant difference being the one between combined and
conventional groups. Gains in all treatment groups
were not significantly different at the 6-month
follow-up.

A study with the ARM Guide compared robot-
assisted reaching (n=10) with a repetition-matched
amount of unassisted exercise (n=9) in chronic stroke
patients and found that both groups improved signifi-
cantly in quantitative measures of reaching (range of
motion and speed of reach), but comparably, so
that there were no significant differences between
groups [40]. A follow-up study examined training
with the ARM Guide in a mode in which it resisted
movements when the patient pushed abnormally
against the device, requiring the patient to generate
forces in the correct direction, as shown using visual
feedback of forces, before allowing reaching along the
linear guide [41]. Comparison groups received a
matched amount of conventional therapy, and free
reaching therapy, in which the patients simply prac-
ticed reaching a matched amount of time. Chronic
stroke patients improved their FM score by similar
amounts: 5.0, 4.4, and 4.1 pts for the robot (n=7),
conventional (n=7), and free reaching (n=7) training
groups, respectively.

Another MIT-MANUS study compared a matched
amount of robot (n=11) or therapist-delivered (n=10)
movement training with chronic stroke patients and
found significant gains in impairment measures in
each group (3 pt FM gain in robot group, 3.5 pt FM
gain in therapist-delivered training group) that were
not different from each other, but were sustained at
3-month follow-up [42].

Perhaps the only study that has directly compared
two different types of robotic therapy compared assis-
tive (n=14) robotic therapy versus resistive robotic

therapy (n=14) for chronic stroke subjects using the
MIT-MANUS device [43]. Training produced a sig-
nificant increase by 4.4 FM points and 4.0 FM points
in each group. The gains for the two training techni-
ques did not differ from each other.

Hand/wrist/forearm exercise
Stroke patients often have difficulty opening the hand.
A recent study compared motor gains for chronic
stroke subjects who exercised with a cable-driven
orthosis that helped extend the fingers (n=5), a pneu-
matic glove that helped extend the fingers (n=5), or no
assistance, in a VR environment [5]. All groups
improved in the outcome measures, including time
to complete functional tasks, but there were no differ-
ences between groups. The change in FM score was
4 pts (cable-driven), −1 pt (pneumatic), and 3 pts
(no assistance).

Summary
The lack of difference in outcomes between robotic
therapy and other therapy types would be expected if:
(1) practice is the primary stimulus for improvement;
and (2) the comparison therapy includes comparable
amounts of practice. A confounding factor in inter-
preting these inconclusive studies, however, is their
limited statistical power due to relatively small sample
sizes.

Clinical studies comparing a matched
amount of two therapy types, at least
one of them being robotic, and
finding a benefit of robotic therapy
Other studies have found a difference between robotic
therapy and another type of therapy.

Arm exercise
The ARMOR robot can move all the joints of the arm,
as well as supinate/pronate the forearm, and flex/
extend the wrist and hand [44]. It was used in a cross-
over design with 8 stroke patients, 2.4 months follow-
ing stroke on average, to compare robotic training
with EMG-triggered functional electrical stimulation
(EMG-FES). ARMOR training resulted in a greater
improvement of muscle tone, range of movement
and dexterity, but less improvement of strength, than
EMG-FES.
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The Gentle-S robot uses a force-feedback con-
trolled 3D commercial robot to assist in moving the
arm [45]. A study of Gentle-S compared robot-assisted
3D movements to sling-suspension based exercises in
a crossover design, and found a nearly significant
(p=0.06) greater rate of improvement during the
robot therapy.

Hand/wrist/forearm exercise
Robotic training of the forearm and wrist using the
BiManuTrac device produced greater improvements
than EMG-triggered FES of the wrist in subacute
stroke patients (n=44) [46]. The FM score was 15
points higher at study end and 13 points higher at
3-month follow-up than the FES group. It is important
to note that the intensity of the exercise achieved with
the two modalities was quantified and found to be
different: the robot group performed about 800 repe-
titions per session, whereas the FES group performed
about 80 repetitions per session.

Perhaps the only study to show a direct benefit of
robotic forces per se during robotic training examined
hand training [10]. Chronic stroke patients who
received robot assistance using the HWARD device
(Figure 18.2C), which assists in hand opening and
closing and wrist flexion/extension, for all of their
training movements (n=7) recovered significantly
more hand function than patients who received
robot assistance for only half of their training move-
ments (i.e. for only the last 7.5 sessions of a 15 session
protocol, n=6). The increase in FM scorewas 9.1 versus
5.8 points, for the two groups. Caveats include a small
sample size that was slightly mismatched in impair-
ment level at baseline, and uncertainty in whether the
group that received half the amount of assistance com-
pleted as many training movements when assistance
was absent. This study is also different from most
others in that the patients had a higher beginning
FM score (mean score of 45 out of 66).

A recent study with MIT-MANUS compared train-
ing with three forms of assistance for combined arm
and hand movements for chronic stroke subjects
(n=47) [13]. All groups received active-assistance for
reaching to targets. One group did not use the hand
during training; another group interacted with objects
at the target; and another group grasped, transported,
and released virtual objects between targets by
controlling isometric grip force against a sensor. The
no-hand group improved the most in FM score (3 FM
pts), followed by the group that gripped actual objects

(2.7 FM pts), followed by the group gripping virtual
objects (0.8 FM pts). Note that the virtual grip group
trained at a different hospital and was evaluated by
a different therapist. The improvement in the group
that trained without using the hand was significantly
greater than the groups that incorporated hand
training.

It is possible that robot therapy could be less effec-
tive than other therapy types. We mention one recent
gait training study in this regard. This study compared
a matched amount of gait training with the Lokomat
robot (Figure 18.2B) in chronic stroke subjects (n=48)
to gait training with a physical therapist [9]. The
subjects randomized to receive gait training with a
physical therapist exhibited greater improvements in
self-selected and maximum gait speed (~2× greater
gain). In a separate study, this same group quantified
patient energy expenditure in the Lokomat compared
to during therapist-assisted gait training, and found
it to be about 50% less, as gauged by oxygen uptake,
unless the patient is instructed to work against the
machine [54]. These studies suggest that some forms
of assistance provided by robotic therapy devices
might encourage slacking by patients, reducing the
recovery possible with a fixed amount of training.
For the upper extremity, a tendency for patients to
reduce effort in response to robotic assistance provided
with a compliant device Pneu-WREX (Figure 18.2E)
has also been observed [12], but no relative reduction
in training effects with robotic therapy has been
reported to our knowledge. A partial exception is that
training with the ARMOR robot resulted in less
improvement of strength than EMG-FES, although it
also resulted in greater improvements in muscle tone,
range of movement, and dexterity [44].

Summary
A few studies have demonstrated that robot-assisted
therapy is modestly more effective than another type
of therapy, with the largest difference coming for
a distal robot (BiManuTrac) compared to EMG-
FES (13 FM pt advantage at study follow-up) [46]
(Figure 18.3). However, a confounding factor for this
study, as well as several others showing a difference, is
that patients received more repetitions in, and thus a
higher dose of, the robot-assisted therapy compared to
the comparison therapy. Thus, the working hypothesis
that practice is the key mechanistic stimulus to prac-
tice rather than robotic assistance could still explain
these studies.
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Clinical studies with non-robotic
technology showing a comparable
benefit to robotic technology
Several non-robotic devices are being developed to
assist patients in practicing upper extremity move-
ments and have produced comparable results to
robotic devices. We briefly review several of these
studies.

Arm exercise
The NudelHoltz device provides mechanically assisted
exercise using a rolling-pin like mechanism that
requires patients to use two hands to slide up and
down a ramp [19]. This non-robotic exercise modality
was compared with EMG-triggered FES of the wrist
extensors for 54 subacute patients with severe impair-
ment (FM score ~ 8 out of 66), 20–30 min per day,
5 days per week, for 6 weeks [19]. Both groups
improved significantly (10 and 5 pts on FM score),
but there were no significant differences between the
two groups. More NudelHolz patients became able to
move blocks (5 responders versus 0 at end of 6 weeks).
Note that the number of movements performed by the
mechanically assisted group was larger (18 000 move-
ments versus ~2000 movements), included more
degrees of freedom (DOF) of the upper extremity,
and incorporated a bilateral approach.

The BATRAC device incorporates two low-friction
linear tracks on which the patient slides handles, and
provides auditory cueing for movement [47]. Training
bilateral push–pull movements with BATRAC
improved arm function in 14 chronic stroke subjects
by 3 pts after 6 weeks of training, and by 10 pts at
2-month follow-up [47]. When BATRAC training was
compared to standard, dose-matched exercises in
chronic stroke patients (n=21), patients in the
BATRAC group increased brain activation during a
distal motor task, but there was no difference in func-
tional outcome between groups, unless only consider-
ing patients with fMRI response (n=6), in which case
BATRAC improved arm function more than the
standard exercises did [18]. However, a subsequent
study found no benefit of training with a modified
form of BATRAC in chronic stroke (n=14), as evi-
denced by no significant change in FM or Wolf Motor
Function Test scores [17].

The Sensorimotor Active Rehabilitation Training
(SMART) Arm is comprised of a sensorized, low-
friction linear track [21]. Training with the SMART

Arm alone (n=13) was compared with SMART ARM
training plus EMG-triggered FES (n=10), and no
intervention (n=13) in chronic stroke patients [21].
Both SMART Arm groups demonstrated significant
improvements in all impairment and activitymeasures
after training and at follow-up. There was no signifi-
cant difference between these two SMART Arm
groups. There was no change in the control group.

The T-WREX (Figure 18.2D) is an elastic-band
driven, passive, arm-supporting orthosis that is con-
nected to simple VR games [11]. Training with
T-WREX produced greater benefits than conventional
table-top exercises for chronic stroke subjects (n=28),
resulting in a 3.8 FM increase at 6-month follow-up
compared to a 1.5 pt FM increase [11]. T-WREX is
now sold as ARMEO by Hocoma, A. G., the maker of
the Lokomat.

A very simple non-robotic technology is the rock-
ing chair. When acute stroke patients (n=100) rocked
in a chair by pushing with their air-splinted paretic
arm, they improved by 7 more FM points at 1-year
follow-up compared to a group that did not receive the
extrasensory motor stimulation [48]. The FM differ-
ence was 17 pts at 5-year follow-up (n=64) [49].

Hand/wrist/forearm exercise
For the hand, an example of a non-robotic therapeutic
approach is to measure finger movements and provide
computer feedback in the form of movement tracking
games [50]. Practice with the system at home
improved scores of hand movement ability in chronic
stroke subjects (n=20) [50]. Another device, the Auto-
Cite, consists of a motorized table that automatically
presents trays of sensor-based hand exercise activities
[22]. In three groups of chronic stroke patients (n=9 in
each group) with varying levels of therapist supervi-
sion (25, 50, and 100%), there were significant motor
gains after training with Auto-Cite and no differences
between groups.

Summary
Non-robotic training devices that facilitate autono-
mous practice also produce significant reductions in
impairment that are comparable with results from
robotic devices (Figure 18.3).

Discussion
In its current state, robot-assisted therapy produces
modest but consistent benefits that appear attributable
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to the practice undertaken, rather than a specific drive
of plasticity attributable to the robotic forces applied.
Non-robotic technology shows comparable therapeu-
tic promise at this stage, as well, and may thus be a
more clinically viable approach as it is potentially less
expensive and safer.

What can be done to optimize robotic therapy? An
important direction is to challenge the assumptions on
which robotic therapy is based. For example, several
design goals that are often stated for robotic therapy
devices need to be rigorously evaluated, including the
goals of:

(1) Physically assisting the patient in completing
desired motions normally. Rationales given for this
goal include providing enhanced somatosensory
stimulation, stretching limbs to maintain their soft
tissue compliance and reduce spasticity, and
encouraging patient practice by allowing patients
to accomplish meaningful tasks. However,
providing assistance may reduce motor learning by
changing the nature of the task to be learned or by
encouraging slacking. Assistance has been found to
enhance learning by unimpaired subjects only
slightly in specific tasks [51–53]. In contrast,
increasing performance errors may better provoke
plasticity from some motor tasks, since
performance errors drive adaptation [2,52].
The relationship between patient effort
during training and therapeutic outcome
is actually not established – is it a strong
relationship?

(2) Allowing motions to be as naturalistic as possible.
Although many devices assist in single degree of
freedom (DOF) or two DOF movements because
such movements require less complex devices, an
often-stated goal is to allow more naturalistic
movement. The rationale is that motor learning is
task-specific, and therefore it would be desirable
for patients to train the movements that they seek
to perform in activities of daily living. This
rationale needs to be rigorously tested. There is a
possibility that the greater amount of repetitions
possible in a fixed amount of time with simpler
movements may ultimately be more effective. In
addition, even simple movements require complex
multiple muscle coordination as well, to stabilize
the non-moving joints. The robotic therapy device
that produced the largest differential therapeutic
gain compared to a time-matched therapy focused
on single joint distal movement [46].

(3) Providing bilateral training. Some devices use a
bilateral training approach [19,38,46,47], using
neural science on bilateral movements to infer
that bilateral movements may produce brain
activation patterns beneficial for plasticity. One
study that addressed this hypothesis in a
controlled therapeutic context failed to verify
it [39]. Again, this approach requires rigorous
evaluation.

(4) Providing intense but relatively brief therapy. Most
robotic therapy studies have used therapeutic
protocols lasting from 3 to 8 weeks, with the
patients receiving 3–5 h of robotic therapy per
week. Is residual capacity exhausted by this dosage?
Constraint-induced therapy protocols often
provide therapy for 6 or more hours per day. These
trials tend to be in more mildly affected patients,
and so the answer to the question of therapy
intensity and duration might vary in relation to
individual patient features. The issue of therapy
intensity is also considered in Chapter 20.

Another direction for optimizing robotic therapy is to
couple it with other techniques to stimulate plasticity,
with the hopes of synergy – the combination of the
parts greater that their simple sum. As reviewed above,
there are at least two studies along these lines so far,
one using tendon vibration to enhance somatosensory
input during robotic therapy [4], and the other
using tDCS to prime the motor cortex during robotic
therapy [37]. Neither study was controlled with a
matched-dose comparison group, so conclusions are
not possible at this point.

Ultimately, optimizing robotic therapy will require a
much more detailed understanding of how practice pro-
vokes plasticity. We have suggested the working hypoth-
esis that movement practice, consisting of the repetitive
execution of descending commands to try to achieve a
presented motor goal, is the key stimulus for motor
recovery, independently of whether this movement prac-
tice is accompaniedby robotic assistance.This is a general
statement that provides little insight into how practice
actually improves performance. Measures of stroke-
induced injury and brain function in individual patients
might provide insights useful for optimizing an indi-
vidual patient’s robotic therapy protocol (see also
Chapter 16). Another key direction for future research
is to identify the behavioral/biomechanical signals that
trigger the neurochemical signals that result in imple-
mentation of neuroplasticity mechanisms during move-
ment practice. Defining these signals would allow
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exercise protocols and devices to then be designed that
optimize them.
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19 Electromagnetic approaches to stroke
recovery
Gottfried Schlaug & Leonardo G. Cohen

Neurophysiological studies in chronic stroke patients
have demonstrated that disinhibition of contra-
lesionalmotor regions co-exists with increased inhib-
ition of ipsilesional motor regions that results in an
imbalance of interhemispheric interactions [1–3].
The indirect effect of this imbalance on the lesioned
hemisphere combined with the stroke’s direct effect
on the unimpaired parts of the lesioned motor cortex
and its efferent motor system appears to interfere
with the recovery process under some circumstances.
Similarly, imaging studies in well-recovered patients
have shown that brain reorganization during the
recovery phase is associated with reactivation or
overactivation of unimpaired sensorimotor and pre-
motor networks in the lesional hemisphere [4–7],
while the significance of activation in the contra-
lesional motor regions when the affected arm/hand
performs a motor task remains under study [8,9].
One explanation is that this activation is a sign of
disinhibition (the lesional hemisphere’s lack of inhib-
itory effect on the contralesional hemisphere’s motor
region) that could potentially impede recovery.
Although this model of interhemispheric imbalance
may appear to be a simplified representation of
the many underlying pathophysiological processes
involved in recovery from stroke, it provides a frame-
work for hypotheses focused on two facets: (1) down-
regulating activity in the contralesional motor region
to check its unbalanced influence on the lesional
motor region, and/or (2) facilitating activity in the
ipsilesional motor region [10–15]. Support for these
approaches can be found in pilot and proof-of-
principle studies that have shown temporary benefi-
cial effects in motoric measures, primarily in single
session experiments using either transcranial mag-
netic stimulation (TMS), or, more recently, transcra-
nial direct current stimulation (tDCS) [11,12,15–17].
TMS used as a diagnostic tool (see Chapter 10) has

also revealed that the re-emergence of motor-evoked
potentials (MEPs) recorded from muscles in the
paretic extremity after stimulation of the ipsilesional
M1 in some cases indicates good motor recovery after
stroke [18,19], although some patients with undetect-
able MEPs have shown good motor recovery [18].
TMS studies also have suggested that increased cort-
ical excitability in contralesional M1 is not associated
with good recovery [20,21].

The concept of therapeutic electricity on excitable
tissues such as the brain is not new considering the
attempts to cure epileptic disorders using electric
catfish as early as the eleventh century (for a historic
perspective, see [22]). The initial experiments of
Eduard Hitzig (1870; cited in [23]) on dog cortex
subsequent to a serendipitous discovery of abnormal
involuntary movements in patients treated with high-
voltage transcranial electric currents led to an interest
in using electric currents to identify the cortical repre-
sentations of limb movements (for more historic
details see [23]). Electro-sleep therapy, which later
came to be known as cranial electrical stimulation
(CES), was used to treat sleep disorders and depression
since 1902.

In the 1960s, the experiments of Bindman [24],
suggesting long-lasting polarization effects following
electric stimulation of the exposed motor cortex of
animals, led to a resurgence of studies focusing on its
clinical applications, including the use of brain polar-
ization in depressed patients. Although these studies
showed some benefits, replicating these beneficial
effects in controlled settings yielded mixed results
which subsequently led to a diminished interest in
transcranial electrical treatments [25].

Several forms of electromagnetic stimulation are
under evaluation to improve behavioral status after
stroke. This stimulation is targeted towards a partic-
ular brain region, such as the motor cortex. This
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chapter focuses on three of these: repetitive transcra-
nial magnetic stimulation (rTMS), epidural cortical
stimulation, and transcranial direct current stimula-
tion (tDCS), which all lead to changes in polarity, but
differ among others with regard to how focal and
specific the stimulation is being applied and whether
or not the intervention leads to neuronal discharges.

Several means for defining the stimulation target
have been used. In some studies, landmarks on the
scalp are used to direct stimulation to the underlying
brain structures. Other studies use neurophysiological
methods such as TMS to identify a specific neural
target. Yet others have used functional magnetic reso-
nance imaging (fMRI) activation sites to focus the
stimulation. The relative strengths of each approach
is a topic that requires further study.

Repetitive transcranial magnetic
stimulation
One stimulation approach that has been examined in
patients with stroke is rTMS. Depending on the stim-
ulation frequency, rTMS has inhibitory or excitatory
effects on cortical excitability [26]. As such, goals can
include increasing excitation in ipsilesional cortical
regions [27–30], or decreasing excitation in contra-
lesional cortical regions that are uninhibitied and
show increased cortical excitability [31–33].

Several studies have examined high frequency
(≥ 3–20Hz) rTMS in patients with stroke applied to
the ipsilesional hemisphere. Khedr et al. [27] found
that 10 sessions of 3Hz rTMS to the motor cortex
improved disability and overall neurological status to
a greater extent than sham rTMS did in patients
with subacute stroke, all of whom received standard
of care physiotherapy. No effect was seen in the
patients with the largest stroke. Also, no correlation
was found between behavioral gains and changes in
cortical excitability, a finding that suggests that elec-
trostimulation effects on behavior are not mediated by
simply changing motor cortex excitability. Kim et al.
[28], in a cohort of patients with chronic hemiparetic
stroke, found that a single session of 10Hz rTMS
applied to the ipsilesional motor cortex as subjects
practiced a complex finger-sequencing motor task
improved motor learning more than did sham rTMS.
Application of rTMS induced a significantly larger
increase in the MEP amplitude than did sham rTMS.
In this case, a change in motor cortex excitability was
associated with greater motor behavioral gains. In a
small sample, Talelli et al. [34] found that a single

session of excitatory theta burst stimulation, consist-
ing of 3 pulses at 50Hz repeated 5 times/s, increased
MEP amplitude from the affected hemisphere and also
improved reaction time. Yozbatiran et al. [30], in a
study of patients with chronic hemiparetic stroke,
found small increases in blood pressure when applying
a single session of 20Hz rTMS.

Application of low-frequency rTMS to the con-
tralesional hemisphere is intended to reduce its excit-
ability and activity, and thereby reduce its unbalanced
inhibitory effects on the ipsilesional hemisphere,
resulting in improvements in motor control of the
ipsilesional motor cortex upon the affected hand
[2,35–37]. Even a single session of such stimulation
can improve motor function in the affected hand
after stroke, at least transiently [38]. This suppressive
approach was effective in modifying cortical silent
periods [39], and increasing excitability of the ipsi-
lesional motor cortex [31]. A single session of low-
frequency (1Hz) rTMS to the affected hemisphere in
subacute stroke patients, followed by motor training,
tended to increase cortical excitability, but without an
effect on motor behavior [40].

Many questions remain with using TMS for a non-
invasive brain stimulation. Furthermore, the mecha-
nisms underlying spontaneous functional recovery
after stroke are likely to differ depending on a variety
of factors that may include magnitude of impairment,
lesion site and size, affected hemisphere, and hemi-
spheric dominance among others. Such factors likely
also have an influence regarding the extent of effects
from electromagnetic stimulation. Similarly, the opti-
mal approach to pairing with behavioral experience
[41], the role that adjuvant cellular or pharmacological
therapy might play [42,43], the proper dose of rTMS
[44], the preferred stimulation site(s), safety, and other
issues require clarification, possibly with prescription
being individualized according to features of individ-
ual stroke.

Epidural cortical stimulation
An alternative approach to non-invasive cortical stim-
ulation involves surgical placement of electrodes in
the epidural space above targeted brain regions. This
approach was supported by a series of studies in
rodents [45–47] and primates [48], where animals
receiving epidural stimulation during rehab training
showed greater stroke recovery than did animals
receiving sham stimulation during rehab training. A
small phase II study [49] evaluated 3 weeks of therapy
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in 8 patients, 4 of whom were randomized to epidural
motor cortex stimulation, and 4 of whom were
randomized to no stimulation. Both groups received
concurrent arm physiotherapy. Results were sugges-
tive of but did not substantiate significantly greater
motor gains in the stimulation-treated group. A
follow-up study [50] evaluated 6 weeks of therapy in
24 patients with chronic hemiparetic stroke. Patients
were randomized to either epidural motor cortex stim-
ulation concomitant with physiotherapy or to physio-
therapy alone. Patients receiving stimulation appear
to experience greater, albeit non-significantly larger,
arm motor gains on several scales over 6 months of
follow-up, and the intervention failed to evidence sig-
nificant complications. However, a phase III study [51]
of 164 patients found that epidural motor cortex stim-
ulation combined with physiotherapy was not supe-
rior to physiotherapy alone. Different reasons could
have contributed to this negative outcome, including
different patient selection across trials (the ability to
evoke a motor-evoked response was much less com-
mon in the phase III trial), choice of parameters of
stimulation or choice of relatively focal stimulation
site versus stimulation a large area of premotor/
motor cortex.

Transcranial direct current
stimulation
tDCS is a safe, portable, non-invasive brain polariza-
tion technique and its property of modulating cortical
excitability in a polarity-specific manner is destined to
be applied in the context of a model that assumes that
the imbalance of interhemispheric inhibition and local
excitation is an important pathophysiological barrier
in the recovery process. Although the efficacy of tDCS
has not been formally compared against TMS, there
are advantages for using tDCS to induce polarity-
specific excitability changes in stroke patients. First,
tDCS does not directly lead to neuronal discharges and
may be safer than TMS with a lower incidence of
adverse effects [52]. Second, the current is usually
transmitted through large electrodes, possibly modu-
lating a larger neural network [53] that might include
multiple brain regions shown to play a role in the
recovery process (e.g. premotor, somatosensory, pri-
mary motor cortex). Third, tDCS has a sham mode,
making it possible to be used in controlled experi-
ments and randomized controlled clinical trials [54].
Lastly, a key advantage of tDCS over TMS is that tDCS

can be combined in real-time with motor training
protocols or cognitive training (e.g. simultaneous
occupational therapy or aphasia therapy), thus opti-
mizing the brain’s plasticity by inducing Hebbian
or long-term potentiation-like mechanisms [55].
Furthermore, tDCS can be used in a dual mode apply-
ing anodal stimulation to one hemisphere and catho-
dal stimulation to a homolog region on the other
hemisphere. This dual hemispheric stimulation has
been shown to lead to stronger behavioral effects in
normal subjects than a uni-hemispheric montage [56].

Studies on the effects of anodal direct currents on
brain tissue in rats [57], such as increased accumula-
tion of calcium ions leading to increased cortical excit-
ability, as well as evidence for intracerebral currents
during electro-sleep therapy studies in humans,
prompted Priori and colleagues to develop a novel
approach of non-invasive brain stimulation with
weak direct currents which came to be known as
tDCS [58,59]. Subsequent experiments by Nitsche
and Paulus demonstrated modulatory effects of
anodal (increasing cortical excitability) and cathodal
(decreasing cortical excitability) tDCS on brain tissue
whose effects surprisingly outlasted the duration of
stimulation [60,61]. Residual electrophysiological
effects were detectable up to 90min and sensorimotor/
cognitive effects up to 30min after a 20–30-min stim-
ulation period [60]. These early reports and others over
the last 8–10 years have renewed the interest in the use
of non-invasive regional brain polarization for various
neurological disorders. Current research studies make
use of the excitability-depressing effects of cathodal
tDCS to create temporary cortical dysfunctions (“vir-
tual lesions”) that allow investigators to establish cause–
effect links between activation in specific brain regions
(as shown in fMRI, for example) and the behavioral
consequences of its disruption. Similarly, several studies
have examined whether anodal tDCS can be used to
facilitate performance of certain sensorimotor or cog-
nitive tasks if these tasks draw on the region that
receives anodal stimulation (as an example of these
two approaches, see [62,63]).

The components required for tDCS include a con-
stant current stimulator and surface electrodes. A con-
stant current stimulator can be either battery operated
or connected to a power source (Figure 19.1). It should
provide an uninterrupted direct current supply
through the anodal and cathodal ends while monitor-
ing the system for any change in resistance resulting
from dryness of the electrodes, loss of contact, or other
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causes. Available current stimulators have current set-
tings from 0–4mA and can supply up to 80mA/min
for a session. Saline soaked electrodes with variable
surface areas (areas between 5 and 50 cm2 have been
reported) are placed on the desired region of interest
(e.g. C3 or C4 for left or right primary motor cortex).
The direction of the current flow determines the effect
on the underlying tissue. If the positive electrode is
placed over C3 or C4 and a reference electrode for
example over a supra-orbital region, which acts as a
terminal to complete the circuitry, then the brain
tissue underlying the C3 or C4 region receives anodal
polarization. If the negative electrode is placed over the
motor cortex, then it is subject to cathodal inhibition
(see [55] for more details on technical components).

Location of the reference electrode is important in
both situations as it can influence the underlying tissue
as well. In order to reduce any unwanted effects on
brain tissue by the reference electrode, this electrode is
frequently chosen to be in the supra-orbital region or
outside the skull, over the collarbone or the chest.
However, one has to be careful with regard to the
location of the reference electrode, since at least one
report showed that placing an electrode at a position
which involves passage of current through the brain-
stem might influence respiratory function [24]. Once
the constant current stimulator is switched on, sub-
jects usually have a tingling, itching, or a warming
sensation under and around the electrodes as the
current ramps up which usually fades away in 30 s
to 1min due to tolerance. Current density might also
have an effect on the perceived intensity and how
quickly this tingling/itching/warming sensation

might fade away. However, this transient sensation
enables tDCS to have a shammode which entails turn-
ing off the current stimulator unnoticed by the subject
after letting it ramp up and giving the subject this
initial experience of a tingling sensation, which has
been shown to be undistinguishable from the initial
sensory experience of real stimulation by research
subjects [54].

tDCS has been shown to be a relatively safe inter-
vention. Nitsche and colleagues described general
safety limits for tDCS [64]. They identified “current
density” and “total charge” as the most important
parameters for judging the safety of tDCS studies.
McCreery and colleagues found that current densities
below 25mA/cm2 do not cause brain tissue damage
[65]. The current density in protocols that apply 1mA
through an electrode with a size of 15–25 cm2 is
approximately 0.1mA/cm2, about 4/1000ths of the
magnitude at which stimulation begins to be poten-
tially dangerous for tissue. Yuen and colleagues
found that no brain tissue damage occurs for a total
charge less than 216C/cm2 [66]. Our own protocols
typically involve amaximum total charge of 2.4 C/cm2,
about 1/100th of the minimum magnitude at which
tissue damage can occur. The stimulation protocols
in various laboratories around the world use 1–2mA
current strength applied for 20–40min which is well
within the safety limits reported above.

How does tDCS exert its effect on brain tissue? tDCS
provides a subthreshold stimulus that modulates the
likelihood that neurons will fire by hyperpolarizing
or depolarizing the brain tissue, without direct neuronal
depolarization [24,60]. The prolonged sensory, motor,

Figure 19.1 tDCS setup.
This figure shows a mobile, battery-

operated direct current stimulator
connected with two electrodes. One
electrode (active) is positioned over C3
(corresponding to the precentral gyrus)
and the reference electrode is positioned
over the contralateral supra-orbital region.
If current flows fromC3 to the supra-orbital
region, then the tissue underlying C3 is
subjected to anodal (increase in
excitability) stimulation. If current is
reversed, then the tissue underlying C3 is
subjected to cathodal (decrease in
excitability) stimulation. (This figure is
reprinted from [73] with permission from
Future Science Group.)
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and cognitive effects of tDCS have been attributed to a
persistent bidirectional modification of post-synaptic
connections similar to long-term potentiation (LTP)
and long-term depression (LTD) effects [57,67,68].
Dextromethorphan, an N-methyl-d-aspartate (NMDA)
antagonist, suppressed both anodal and cathodal tDCS
effects, strongly suggesting the involvement of NMDA
receptors in both types of DC-induced neuroplasticity.
In contrast, carbamazepine selectively eliminated anodal
effects. Since carbamazepine stabilizes the membrane
potential through voltage-gated sodium channels (sta-
bilizing the inactivated state of sodium channels), the
results were interpreted as indicative that aftereffects of
anodal tDCS require a depolarization of membrane
potentials [69]. Ardolino and colleagues also proposed
a non-synaptic mechanism involving changes in mem-
brane excitability and ionic shifts [70]. Nevertheless,
more studies are needed, in humans as well as in animal
models, to verify the effects of tDCS on brain tissue, to
better understand the underlying mechanisms of action,
its sustained effects, and to determine relations between
current strength/duration and neural tissue/behavioral
effects interactions. Recent studies on brain modeling
and current density distribution have suggested that in
spite of a large fraction of the direct current being
shunted through the scalp, tDCS carries adequate cur-
rents to the underlying cortex to be able to modulate
neuronal excitability [71,72] and corresponding
regional blood flow changes have been seen using
non-invasive arterial spin labeling techniques [55].

Targeting the affected, unaffected,
or both hemispheres
The model of an imbalance in the interhemispheric
inhibitory interactions after a stroke led to the formu-
lation of hypotheses focused on downregulating activ-
ity in the contralesional M1, facilitating it in the
ipsilesional M1 or applying both at the same time
resulting in three modes (Figure 19.2) of interventions
[10,11,13,55,56,73–75]. The first set of studies that
reported a significant improvement in motor function
after stroke [12,14] applied anodal tDCS to the stroke-
affected hemisphere. Later the same year, Fregni et al.
found similar effects applying cathodal tDCS to
the contralesional hemisphere [11]. However, these
studies only used a single session of tDCS (1mA
for 20min) in a pre–post assessment design and
showed short-lasting effects. In a double-blind,
sham-controlled, crossover study, Hummel et al.

reported an improvement in reaction time and pinch
force in chronic stroke patients following anodal tDCS
of the lesional hemisphere [76]. Amore recent study in
healthy subjects indicated that daily applications of
anodal tDCS over M1 for 5 days in association with
motor training led to a substantial improvement in
skill acquisition through facilitation of off-line learn-
ing that remained present 3months after the end of the
training-stimulation period relative to controls [77],
an effect possibly present also in elderly healthy human
subjects [78]. Ongoing studies in chronic stroke
patients are assessing longer-lasting effects using mul-
tiple daily sessions, often in combination with periph-
eral sensorimotor activities such as occupational
therapies [16].

Anodal or cathodal stimulation have both led to
relatively consistent effects across various laborato-
ries around the world, suggesting that some aspects of
the model of an imbalance in interhemispheric inhib-
ition may be correct. Further support for this model
comes also from the facilitatory influence of somato-
sensory stimulation of the paretic hand or anesthesia
or disuse of the healthy hand in patients with stroke
[79–82]. It is quite obvious that a technique that
would allow the stimulation of ipsilesional M1, inva-
sive or non-invasive, in addition to modulating inter-
hemispheric interactions, might take advantage of
facilitating perilesional cortical activity in the case
of small cortical strokes [83]. There have also been
attempts to apply cathodal and anodal stimulation to
the motor regions of both hemispheres simultane-
ously in normal subjects in order to increase motor
skill acquisition in the hand that is controlled by the
hemisphere receiving anodal polarization. The inter-
hemispheric inhibitory effect on this hemisphere was
dampened by applying cathodal stimulation to the
opposite hemisphere. Results showed significant dif-
ferences in a motor skill acquisition between this
“dual” stimulation approach compared to the uni-
hemispheric stimulation [56].

Nevertheless, despite similarities with other cogni-
tive models of interhemispheric inhibitory interac-
tions [84], it remains to be investigated whether this
mechanism operates in regions other than M1 after
stroke. It is also important to keep in mind that cort-
ical reorganization is likely to operate at a network
level and approaches that focus on only one brain
region at a time, while a reasonable start, are likely to
represent only a partial aspect of a more complex full
picture of recovery of function.
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Combining non-invasive brain
stimulation with peripheral
sensorimotor activities
and neuromodulatory agents
Several recent studies [7,15] combined tDCS with
rehabilitative therapy to further enhance the facilitat-
ing effect of non-invasive brain stimulation that had
some effect already by itself. The idea behind this
simultaneous approach is that combined peripheral
sensorimotor activities (which also provide increased
sensory feedback) and central brain stimulation
(which has the ability to increase or decrease regional
excitability) can enhance synaptic plasticity and motor
skill acquisition/consolidation by increasing or

modulating afferent inputs to the cortex at a time
when it is receiving central stimulation. Cortical stim-
ulation studies in experimental stroke models have
shown stronger effects when peripheral sensorimotor
activities were combined with central stimulation [85].
It has also been shown that paired associative brain
stimulation and repetitive median nerve stimulation
raised motor cortical excitability to a level higher than
that produced by cortical stimulation alone [86]. This
increase was not seen when the same procedure was
performed under the influence of dextromethorphan,
which is known to block LTP [87]. Motor skill learning
has shown to produce LTP and LTD changes in the
primary motor cortex in animal studies [88]. It seems
possible that combined repetitive peripheral stimula-
tion or rehabilitative therapy with non-invasive brain

Figure 19.2 Brain model of altered
interhemispheric inhibition in patients
with a unihemispheric stroke and the
therapeutic options to ameliorate this
imbalance.
The balance of interhemispheric

inhibition becomes disrupted after a stroke
(A). This leaves the healthy hemisphere in a
position that it could exert too much of an
unopposed influence onto the lesional
hemisphere and possibly interfere in the
recovery process. There are three possible
ways to ameliorate this process: either the
excitability in the affected (lesional)
hemisphere (B) is upregulated, the
excitability in the unaffected (normal)
hemisphere (C) is downregulated, or a
combination of both approaches (D).
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stimulation can potentiate relearning and consolida-
tion of motor skills to a level unattainable by any of
these interventions alone in subacute or chronic stroke
patients [89]. One of the first studies to test the efficacy
of this approach was by Hesse et al., who used multiple
sessions of anodal tDCS (1.5mA for 7min) in an
open-label pilot study without sham control and
combined brain stimulation with a robot-assisted
arm training protocol in severely affected subacute
stroke patients (UE-FM scores were less than 18
[15]). Although the authors failed to find significant
improvements in motor function in all patients, some
of their subacute patients showed a pronounced effect.
A second study was recently done by our group in
which we applied cathodal tDCS (1mA for 30min)
to the contralesional, unaffected hemisphere while
chronic patients (at least 6 months after their first
stroke; mean UE-FM was 28) received simultaneous
occupational therapy for 60min per day for 5 days in a
row [16]. Preliminary analyses of this randomized,
double-blind, sham-controlled study showed a signifi-
cant improvement in motor outcomes that lasted for
at least 1 week [16]. The improvement in motor out-
comes correlated with a decrease in the contralesional
excitability using TMS-induced MEPs and determin-
ing the slope of the input–output curve of the contrale-
sional hemisphere. Furthermore, in some subjects
following cathodal tDCS of the contralesional (unaf-
fected) hemisphere there was a decrease in the ipsi-
lateral activation when the recovered hand wasmoving
as determined by functional magnetic resonance
imaging (Figure 19.3).

Besides combining physical/occupational therapy
or peripheral nerve stimulation with tDCS, combining

tDCS with neuromodulatory substances might also
enhance the tissue and behavioral effects. Kuo et al.
recently showed that administering l-dopa to normal
healthy subjects prolonged the cathodal tDCS-induced
reduction in excitability and it prolonged all of the
aftereffects typically seen after a 20–30-min stimula-
tion session by a factor of about 20 [90]. The explan-
ation for this effect might be that dopamine affects
synaptic plasticity in cortical networks affected by the
regional brain cathodal stimulation.

So far, most of the applications that we have men-
tioned have used a direct current. However, other
forms of current are also under investigation such as
alternating currents and random noise. Recently,
Terney et al. used a novel method of electrical stim-
ulation, transcranial random noise stimulation
(tRNS), whereby a random electrical oscillation spec-
trum is applied to a particular region of the brain [91].
tRNS induced consistent excitability increases lasting
60min after stimulation, possibly due to repeated
opening of sodium channels. Although the associated
behavioral effects of this type of intervention would
still have to be shown, tRNS avoids the constraint of
current flow direction sensitivity that is characteristic
of tDCS.

Conclusions
The efficacy, safety, and full potential of non-invasive
brain stimulation in stroke rehabilitation continue to
be explored. Additional physiological and brain imag-
ing studies as well as bench work will be necessary to
understand the neural changes that are associated with
the various forms of non-invasive brain stimulation

Pre TDCS
a

L R

b
Post TDCS

Figure 19.3 For the color version of this figure, see the Plate section. fMRI activation pattern in a stroke patient before and after tDCS
fMRI studies in patients recovering from a stroke have shown that the ipsilateral (to the moving hand) sensorimotor cortex can become active
when a patient performs a movement with their recovering hand. Applying cathodal stimulation to the non-lesional motor cortex (the motor
cortex that activated when the recovering wrist was moving) significantly decreased the activation on the ipsilateral site and was associated with
an improvement in this patient’s functional motor status. (This figure is reprinted from [73] with permission from Future Science Group.)
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and to elucidate the neural correlates of the therapeutic
effects that such interventions may induce. There is
preliminary evidence that different forms of cortical
stimulation lead to clear modulation of measures of
cortical excitability and interhemispheric interactions
when functional motor activation is compared between
pre- and post-stimulation (Figure 19.3). Second, patient
selection may have to be improved to better determine
which patients might benefit from this approach con-
sidering the variability in post-stroke recovery and
which physiological, structural, and/or functional imag-
ing parameters can be used to determine which form of
brain stimulation will maximize gains. For example,
different patients might show differential benefits
from anodal, cathodal, or dual hemispheric tDCS.
Factors that might contribute to the variance in out-
come data include the anatomical and functional integ-
rity of the descending pyramidal tract as well as other
descending motor tracts [17], lesion load affecting
descending motor fibers, hemisphere affected (domi-
nant versus nondominant), age, gender, handedness,
and presence or absence of electrophysiological
markers of excitability or inhibition. Third, it will
need to be explored whether there is an optimal ther-
apeutic window during which the application of
electromagnetic brain stimulation leads to beneficial
effects andwhat stimulation parameters and application
modes are optimal to make the effects last as long as
possible. Last but not least, the combination of brain
stimulation with peripheral stimulation techniques and
pharmacological therapies, in order to optimally mod-
ulate neural plasticity, similar to paired associative stim-
ulation protocols, needs to be further explored [86,92].
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20 Intensive physical therapeutic
approaches to stroke recovery
Steven L. Wolf & Carolee J. Winstein

The notion of “intensity”
The Merriam-Webster Dictionary defines “intensity”
as the quality or state of being intense; especially:
extreme degree of strength, force, energy or feeling
(www.merrriam-webster.com/dictionary/intnsity),
and the Free Dictionary defines it as exceptionally
good concentration, power or force (www.thefreedic-
tionary.com/intensity). While both these definitions
share the notion of “force”, reality dictates that “inten-
sity” is a concept defined within the unique construct
for which it is intended. In physics, for example, inten-
sity means the amount or degree of strength of elec-
tricity, light, heat, or sound per unit area or volume,
while in the context of sports competition, intensity
means showing a great energy of emotion or a com-
ponent of motivation that relates to the amount of
effort an athlete makes in a particular situation. In
the context of a jubilant youth, it means excessive
and mindless enthusiasm for an activity that might
be considered trivial or pointless (www.urbandiction-
ary.com/define.php?term=intensity). Inevitably, what
this myriad of definitions shares is a biological
or physical sense of concentrated if not confined
energy.

Intensity applied to stroke
rehabilitation
If one now shifts this definition toward rehabilitation
in general and stroke rehabilitation in particular, with-
out wanting to lose a general perspective, indeed, we
can readily become lost. As Kwakkel [1] has noted,
intensity of practice has defied a clearly accepted def-
inition. Are we referring to the number of repetitions
of one or multiple movements (frequency) per unit of
time (duration) within one treatment session or over
multiple sessions, or the totality of effort exerted

during practice, including both mental and physical
aspects? Do we measure intensity in terms of energy
expenditure or some combination of frequency and
duration of effort? Or should any definition of treat-
ment intensity in stroke rehabilitation be referenced
primarily to what is being attempted as a function of
chronicity, thus unveiling modifiers including age,
concordance, or changes in fatigue, pain, and cognitive
states as critical factors for consideration?What can be
said, at this time, is that the prevailing data suggest
earlier is better in terms of potential exploitation of
cortical plasticity and that more may be better [2],
although with some limits [3]. The extensiveness of
such plasticity and how one operationalizes the mean-
ing of “more” remain profoundly open-ended ques-
tions. Additionally, our collective failure to control for
intensity of practice in many stroke studies, including
randomized Phase III clinical trials, may have led to
inconsistent results and multiple interpretations, both
within and outside the stroke rehabilitation commun-
ities [4,5]. In fact, arguments have been made that in
the absence of precisely specifying at least frequency
and duration of treatment, replication of treatment
approaches can be compromised [6].

Perhaps our free-spirited approach to stroke sur-
vivor treatment finds its historical roots in the advo-
cacy of our rehabilitation stalwarts, such as Karl and
Berta Bobath [7,8], Signe Brunnstrom [9], Maggie
Knott or Dorothy Voss [10]. These dedicated indi-
viduals were keen on extracting fundamental princi-
ples of reflex organization, hierarchies of postural
control, including the expression of synergies, and
the impact of sensory stimuli on normal and abnor-
mal motor responses. The genesis of their treatment
approaches and the emergence of derivations, such as
neurodevelopmental treatment (NDT) [11], arose
from extricating findings in fundamental scientific
studies from such notables as Sherrington, Magnus,
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Denny-Brown, and Hughlings Jackson. While dis-
semination of approaches for the treatment of
patients with stroke excited practitioners because,
for the first time, efforts had been set in motion to
apply sound scientific observations from animal
models of movement pathology to the human con-
dition, those advocates were blinded by the collective
failure to quantitatively validate the observations
from these fundamental studies. In fact, the literature
derived from the enthusiasm generated by these clin-
ical approaches was deplete of quantitative data to
support the observations, lacked long-term follow-
up, and failed to demonstrate relationships between
magnitude of impairment, reacquisition of ability,
and treatment specificity. Observation without rigor-
ous quantitative analysis is insufficient.

What was generated from such empirical
approaches, however, was a sense that prolonged and
rigorous treatment, using Bobath or Brunnstrom
treatment techniques, for example, could lead to less
impairment. The time course over which such treat-
ment would be delivered was not an essential consid-
eration; yet, the intimacy and longevity of exposure to
patients quite satisfactorily met the altruistic desire of
many physical and occupational therapists to validate
their commitment to improve movement capability
in catastrophically injured patients. Hence, for over
40 years, health-related professionals within the stroke
community were trained with the belief that prolonged
treatment, often in the absence of data to support such
extended treatment, was the appropriate form of
interaction.

When one undertakes a retrospective “look at the
data,” it becomes apparent that few studies advocating
specific “neuromuscular treatment techniques,” espe-
cially those espoused by many of our neurorehabilita-
tion founders and their disciples, have any substantive
data to support the benefits derived from their imple-
mentation. In fact, there is uncertainty surrounding
the justification of the amount of time in treatment
relative to the outcome, and this reality now confronts
all of us treating stroke survivors.

Accordingly, this chapter focuses on upper extrem-
ity rehabilitation by exploring the fundamental question
regarding the relationship between the amount of time
spent in treatment (to designate “intensity’) and out-
come. In the process, a review of some approaches will
exemplify the paucity of support for unequivocal blan-
ket treatments, and several limitations that have
impeded our comprehension of intensity will be

identified. The suggestion will be made that the stron-
gest data to demonstrate enhancedmeasures of function
have been derived from patients whomight be classified
as having sustained a mild to moderate stroke. Last, a
confluence of circumstance and fact will be used to
suggest that future applications of upper-extremity
stroke rehabilitation must consider elements of patient
self-efficacy as a potential cornerstone to promote both
treatment effectiveness and retention of functional
improvements.

Performing literature searches
These searches were not intended to be all inclusive,
but, rather, to provide for a grasp of information
relevant to the notion of intensity of practice and
outcomes as they relate to reasonably well-recognized
forms of treatment. Thus, intensive reviews that
characterize the Cochrane Collection or PEDro have
been forsaken in favor of simple PubMed searches
that cross-reference key terms. This exploratory
form also represents what most clinicians would
undertake to gain information to address the primary
question.

The relationship between treatment
and outcome: Brunnstrom
In an effort to appreciate the relationship between
treatment and outcome, the current search cross-
referenced the terms “Brunnstrom,” “stroke,” and
“outcome.” The search yielded 19 eligible studies, 5
of which addressed upper-extremity rehabilitation
approaches. They are summarized in Table 20.1. The
decision to include them was based solely on reference
to the use of Brunnstrom treatment techniques or the
Brunnstrom stage of stroke recovery as an outcome
measure. While each had appropriately matched
control groups (not shown), the approaches varied
considerably as did the measure of intensity and
relative chronicity of the participants. Moreover,
“Brunnstrom” as a term varied between use of the
six-level synergy scale and combining Brunnstrom
with Fugl-Meyer into what is more contemporarily
referred to as the Fugl-Meyer Assessment Scale [12].
Only one study actually made reference to the
Brunnstrom approach to treatment. Perhaps most dis-
concerting is the fact that while several studies
reported significant outcomes, only the Feys et al.
study [13] showed a statistical change that might
have implications for clinical importance.
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The relationship between treatment
and outcome: proprioceptive
neuromuscular facilitation (PNF)
If the same exercise is undertaken just exploring articles
on PNF, 99 studies can be identified through a PubMed
search, but only 4 of them are applied to patients with
stroke, while the remaining appear more relevant to
patients with musculoskeletal disorders. One of the four
articles [14] was a review of all Bobath-based outcomes
and cited only the Dickstein article [15]. These studies,
shown in Table 20.2, lacked specificity about treatment
elements and intensities. The outcomes are equivocal.

The relationship between treatment
and outcome: the Bobath approach
Cross-referencing Bobath with treatment intensity
resulted in the identification of three articles, one of
which addressed pediatric treatments, one a compar-
ison of measurement techniques, and one considered

to be a major paper [16] addressed below. When both
“stroke” and “outcomes” were added to the referenc-
ing, 33 articles were identified, of which 12 contained
data related to upper extremity treatment, 1 was a
review article, 8 were brief commentaries, and the
remainder addressed lower-extremity treatment. The
information from these studies is presented in
Table 20.3. One of the lower extremity studies [17] is
included because of its relatively good design and the
fact that it was the only comparative study demon-
strating preferential favorable outcomes using this
approach. One publication [14] reviewed 688 papers
on this subject and only found 8 that met 4 fundamen-
tal criteria for consideration: (1) adults (18 years or
older) diagnosed with a stroke; (2) use of the Bobath
concept or neurodevelopmental therapy in isolation;
that is, outcomes for upper extremity training that
used the Bobath concept but without combining
other treatments, such as PNF, or motor learning; (3)
a control for Bobath training using either a “no inter-
vention” control group or a comparison intervention,

Table 20.1 Stroke outcome and Brunnstrom approach

Study Intervention Intensity Outcome

Werner and
Kessler [57]

Neuromuscular facilitation (N=49) 1 h PT/1 h OT 4/wk, 12wks FIM motor score improved;
Brunnstrom motor score = no
change

Feys et al.
[13]

Repetitive sensory motor stimulation,
air splint/rocking chair (N=62 at 5 years
post-Rx)

6 weeks (30min, 30 sessions) 17 point increase in Brunnstrom/
Fugl-Meyer score

Chan et al.
[58]

Thermal stimulation and standard therapy
(N=29/46)

Standard treatment +
30min/day, 6 weeks,
thermal stim

Brunnstrom stage of recovery
improved significantly at each
evaluation

Hemmen
and Seelen
[59]

Imagery and EMG triggered biofeedback
(N=27)

3mo, 5 d/wk, 30min/d Brunnstrom/Fugl-Meyer score
improved 8.7 points

Yavuzer et al.
[60]

Mirror therapy + conventional therapy
(N=40)

5 d/wk, 2–5 h/d, 4 wks Brunnstrom stage of motor recovery
improved .83 (units) hand, .89 arm

Table 20.2 Stroke outcome and proprioceptive neuromuscular facilitation approach

Study Intervention Intensity Outcome

Quin [61] Observational

Dickstein
et al. [15]

Traditional exercise +
functional training PNF
Bobath (N=131)

Regularly
for 6
weeks

Barthel Index Muscle Tone
Wrist/ankle ROM and
strength
No between group
differences

Kraft et al.
[62]

PNF FES No treatment 3 months Fugl-Meyer Score
PNF=18%↑; FES=42%↑
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or a baseline phase; and (4) an outcome that reflected
change in upper limb impairment, activity limitation
or participation restriction. Many of these studies can
be categorized by provision of treatments that spanned
4–5 weeks, but the actual dosage varied considerably
(Table 20.3). Most outcomes described in that publi-
cation [14] were either not favorable or equivocal.

A closer examination of intensity:
contemporary approaches
A PubMed search that cross-referenced the terms
“stroke,” “upper extremity,” and “intensity of treat-
ment,” without specifying the nature of the interven-
tion, yielded 79 articles, 14 of which specifically

Table 20.3 Stroke outcome and the Bobath approach

Study Intervention Intensity Outcome

Basmajian et al.
[63]

Bobath or EMG biofeedback (N=29) 5 weeks Upper extremity function test; No
differences

Partridge et al.
[64]

Bobath or cryotherapy (N=65) 4 weeks Shoulder pain rating; Less pain with
NDT

Nakayama et al.
[65]

“Bobath” technique with outcomes
assessed by Scandinavian Stroke
Severity Scale (N=636 acute)

69–74 hospital days with no
defined treatment duration or
frequency

Discharged: 64/115=no use and
subsequently: 26/64=compensate
Xlat UE 10/64=full function 28/
64=partial

Lincoln et al.
[16]

Typical British approach (N=282) Routine PT (standard Bobath
treatment, 5 d/wk, 30–45min)
Qualified PT (standard PT + 2 h/wk
senior research PT) Assistant PT
(standard treatment given by PTA
+ 2 h/wk Bobath); each treatment
option given for 5 weeks

Barthel Index, Rivermead Motor
Assessment; No differences
between groups

Van der Lee
et al. [66]

Bobath or forced use 2 weeks 5 d/wk More improved in Action Research
Arm Test (forced use); less pain
(Bobath)

Langhammer
and Stanghelle
[67]

Motor relearning program or Bobath
(N=61) stratified into equal groups
by gender and lesion site

At least 40min, 5 d/wk throughout
hospitalization (21–34 days)

Motor Assessment Scale Barthel
Index; Both groups improved but
motor relearning group significantly
more

Luke [14] 8/688 studies reviewed 30–45min, 5 d/wk in 7/8 studies;
amount of therapist experience
varied across studies

Reduce shoulder pain but no
difference compared to functional
training

Platz et al. [68] No augmented treatment time;
Augmented with Bobath;
Augmented with Arm BASIS,
systematic repetition training (N=62
severely impaired)

20 additional sessions per group;
45min over 4 weeks

No overall between-group
differences in Fugl-Meyer
Assessment scores but BASIS
training superior to Bobath in
Fugl-Meyer change score

Wang et al. [17] Bobath program or orthopedic
treatment (N=21 stroke with
spasticity; N=23 relative recovery
stage)

20 treatments, 40min, 5 d/wk Motor Assessment Scale and Stroke
Impact Scale improved more in
both groups with Bobath treatment

Hofsteinsdottir
[69]

Bobath versus task-oriented training
(N=324), 1 year post-stroke

Not specified Bobath treatment had no effect
upon shoulder pain or health-
related quality of life

Van Vliet et al.
[70]

Bobath-based vs. movement
science-based (N=120) 2wks post
stroke

As long as needed but matched
between groups

Motor Assessment Scale; 10-hole
peg test; muscle tone; sensation; No
difference between groups through
6-month follow-up
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addressed intensity of training and 10 of which speci-
fied constraint-induced movement therapy (CIMT) as
the intervention. Inevitably, if more specific or alter-
native terms had been chosen, undoubtedly many
more articles would appear. Of the 14, 2 [5,18] provide
critical reviews of published studies to date, and
one [19] was a critique of the Kwakkel et al. 1999
study [20]. Two points of view by Dobkin [4] and
Wolf et al. [5] discussed recent clinical trials on ambu-
lation in the Spinal Cord Injury Locomotor Trial
(SCILT) and in the Extremity Constraint Induced
Therapy Evaluation (EXCITE Trial). While not
included in Table 20.4, both papers noted a pervasive
shortcoming in the rehabilitation literature including
clinical trial studies, and poorly defined characteriza-
tion of intensity of training.

The studies depicted in Table 20.4 are more con-
temporary than many of the neuromuscular re-
education studies that have preceded them, and are
characteristically defined by novel treatment techni-
ques, several of which engage new technologies. While
the issue of delineating and condensing intensity can
still be seen as elusive, several interesting patterns have
emerged. The outstanding studies and analyses by the
Kwakkel group [5,20,21] have exposed issues related to
variability in stroke patient attributes and poorly
defined control over blinding. Langhorne [19] noted
that differences in outcomes and a failure to observe
persistence of improvements in the long term may be
attributable to heterogeneity of study groups that are
not appropriately counterbalanced, thus permitting
improvement in controls over time. Efforts to com-
pare treatments comprised of Bobath techniques with
or without additional therapy [22] or by differentiating
unimanual from bilateral training [23] still produce
equivocal results and, for the first time, suggest that
intensity per se may not be a determining factor in
outcome, although this might be less true in the very
early weeks after a stroke [3]. In fact, the emerging
discussions now suggest a need to examine dosing
more closely and, indeed, Morris et al. [23] quantified
frequency of movements across tasks during training.
In this context, the review by Van Peppen et al. [18]
draws attention to the fact that focused task training
studies yield greater effect sizes than those that are
more oriented towards application of a technique.

Yet, beyond the review of traditional “hands on”
interventions, introducing novel technologies, such
as robotics and virtual environments (see also
Chapter 18), offers hope for further improving

upper-extremity outcomes in stroke rehabilitation.
The numbers of comprehensive studies in these two
areas are limited, but they share in common the very
unique opportunity for participants to work without
detailed instruction and to potentially better impose
their own thought processes toward rendering solu-
tions toward further movement control with prospects
for functional restitution. Thus, while only represen-
tative of the emerging work in mental imagery as a
rehabilitation technique, Liu et al. [24] found that their
patients showed greater improvements in retention
and transfer to relevant tasks than those patients
undergoing functional training. They noted that men-
tal imagery subjects were left to their own thoughts
with minimal clinician intrusion in efforts to optimize
their imaging. This same strategy has been employed
by Steve Page and his colleagues in their use of mental
imagery as a therapeutic technique [25,26] (see also
Chapter 21).

Opportunities to more effectively exploit advances
in robotics and virtual environments are plentiful.
However, the articles represented herein point to the
need for investigators to better stratify patients and
more effectively link these interventions to changes in
ability as well as impairment. Thus far, few studies
have made much headway in this direction.
Moreover, the novelty of these approaches creates a
potential to thwart systematic examination of dosing
in favor of the excitement ensconced in enthusiastic
endorsement and engagement without thinking about
patient fatigue or motoric capabilities, let alone cogni-
tive acumen. In addition and perhaps more impor-
tantly, the field must move past the “feasibility” stage
to one where these innovative therapies are shown to
bring about better outcomes than those achieved
through dose-matched standard methods.

Intensity revisited
In summary, it would appear that newer approaches
offer chances for patients to become more directly
involved in their upper extremity therapy. Comments
within review articles [5,18] indicate that earlier and
more intense, goal-directed interventions among less
severely impaired stroke survivors produce better
changes in impairment and ability. Interestingly, in
2000, the Heart and Stroke Foundation of Ontario
supported the work of the Consensus Panel on
Hemiplegic Arm andHand, who undertook the difficult
task of assembling and classifying all available literature
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Table 20.4 Contemporary approaches addressing intensity

Study Intervention Intensity Outcome

Kwakkel
et al. [5]

Meta-analysis, 9 studies (1051 patients) Small but significant intensity
effect

Interpretation confounded by poor
contrast to control group descriptions,
inadequate blinding, patient
heterogeneity

Kwakkel
et al. [20]

Arm splint immobilization (N=37); Arm
training (N=33); Leg training (N=31);
14 days post-stroke

Immobilization (30min, 5 d/wk
arm or leg (30min, 5 d/wk,
20wks)

Leg>Control (ADL ability, walking,
dexterity) Arm>Control (dexterity
Arm = Leg group; Specificity of
training effect

Kwakkel
et al. [21]

1 year follow-up to Kwakkel et al. [18] Not applicable No difference between treatment
groups at one year

Langhorne
[19]

Commentary on Kwakkel et al. [18] Possibly due to continued improvement
in control group; therefore earlier
recovery that may not persist

Hesse et al.
[71]

Robotic bilateral upper extremity
training (N=12) > 6 months post-stroke

15min, 5 d/wk, 3 weeks +
45min, 5 d/wk NDT training

Short-term improvement in modified
Ashworth for 8/12 participants

Rodgers
et al. [21]

Stroke unit care + enhanced upper limb
rehab (N=62) versus stroke unit care
(N=61), 10 d post-stroke

30min/d, 5 d/wk, 6wks;
enhanced therapy defined as
additional home treatment at
discharge

All treatment was Bobath-based. No
differences in outcomes ARAT, Barthel,
Nottingham) at 3 and 6 months. More
treatment did not enhance outcomes

Van
Peppen
et al. [18]

Review 151 studies using PEDro criteria
to assess impact of PT; assess effect sizes

Varied, more acute patients
with more intense upper-
extremity focused training
showed greater effect sizes

Largest effect sizes for upper-extremity
therapy for focused training including
CI movement therapy; poor or no
evidence for neuromuscular retraining
approaches

Liu et al.
[24]

Mental imagery (N=27) or functional
retraining (N=22) Acute in-patients

15 sessions; 1 h/d, 3 wks Fugl-Meyer and Color Trails Test; better
retention and transfer to other tasks

MacClellan
et al. [72]

Robotic training N=8 (moderate), N=19
(severe). No controls

18 sessions over 3 weeks
(2 sessions/d, 1 h each, 3 d/wk)

Greater improvements seen in shoulder
and hand motion severe>moderate; no
change in disability

Gladstone
et al. [73]

Double-blind stratified by severity 10
sessions PT with amphetamine (N=34)
or placebo (N=37) administration 5–10 d
post-stroke

2 d/wk, 5wks using NDT
principles

Fugl-Meyer and FIM no between-group
differences in improvement by severity;
trends toward improvement within the
moderate group

Merians
et al. [74]

Virtual environment training; Chronic
stroke (N=8); mild to moderate
impairment

13 days, 2–2.5 h/d Baseline to 1wk retention; significant
changes in Jepsen Test for Hand
Function and digit movements

Muller et al.
[75]

Mental imagery of sequential hand
movements (N=6), repetition of same
movement as imaged (N=6), and
conventional (Bobath and PNF) PT (N=5)
1 month post-stroke

3 weekly baselines;
4 wks training (5 d/wk, 30min),
1 wk follow-up

Jepsen Hand Test with both imagery and
repetition of movements superior to
conventional PT

Morris et al.
[23]

Bilateral (N=56) vs. unilateral (N=50)
upper extremity retraining, 2–4wks
post-stroke

5 d/wk, 20min/d, 6wks ;
numbers of tasks and
frequency of repetitions
specified

ARAT=no change at 6 weeks; but at
18 weeks bilateral group had improved
less based upon pinch ARAT and 9 HPT
scores; importance of dosing noted

Volpe et al.
[76]

Upper extremity intensive robotic
training (N=11) vs. intensive therapy
(N=10) based on Bobath chronic stroke
with moderate to severe (NIHSS)

Dose matched (1 h, 3 d/wk,
6 wks)

Comparable improvement in shoulder
and elbowmovement but no changes in
disability
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on upper-extremity rehabilitation of stroke survivors
with the intent of developing predictive equations for
the expected magnitude of functional restoration [27].
The assembled panel cleverly categorized all the data by
intervention type and then applied the evidence to nine
case scenarios of decreasing complexity (less impair-
ment). As a result, the panel could produce a quantita-
tive value, based upon the Chedoke–McMaster Stroke
Assessment Scale, for expected return of shoulder,
elbow, and wrist/hand function.

The results validated the same conclusions reached
independently by Kwakkel [20] and later by van
Peppen [18]. Fundamentally, the evidence suggested
that the best functional restoration would be generated
for patients with Chedoke–McMaster Assessment
scores of ≥ 4, indicative of isolated movement out of
flexion synergy. Moreover for patients who were
severely impaired, provision of passive motion, main-
taining joint alignment, and preventing shoulder sub-
luxation would be the best use of available time and
resources. A summary of these observations was pub-
lished subsequently [27], and highlighted the fact
that one important element, intensity of training,
had not been studied sufficiently during the review of
studies comprising the consensus report. Recently,
The Canadian Stroke Network [28], one of the world’s
outstanding clinical and research stroke organizations,
has provided a summary statement about stroke study
priorities, based upon their 2003 consensus confer-
ence. Indeed, defining the ideal timing and intensity
of rehabilitation after mild to moderate stroke is now
one of the Network’s top five priorities. Inevitably, the
emphasis on mild to moderate stroke may well have
been determined by the compilation of data, suggest-
ing that these patients have the greatest potential to
overcome impairments and to maximize function.

Yet, the elements that should constitute “intensity
of practice” remain elusive. Previously, Wolf [29] dis-
cussed factors that can influence outcomes using
CIMT and which, to date, had not been investigated.
These factors included patient fatigue, family compli-
ance, and socio-economic factors that can increasingly
impede cooperation and optimization of treatment
results. When one adds to these important consider-
ations the fact that reimbursement for services
continues to constrict and the factors contributing to
decisions to pay for services are dictated by private and
governmental agencies whose policies and procedures
vary throughout the world, there is little wonder
why defining intensity can be difficult. If, in fact,

non-clinical factors control rehabilitation treatment
exposure, reaching any form of consensus on defining
intensity becomes a most onerous task. These realities
often make the inclusion of more clinically sound
contributions to defining intensity, such as location
of lesion, severity of impairment, and implementation
of supportive evidence, more difficult. Last, clinician
treatment biases, often driven by an educational envi-
ronment that might have been provided by teachers
resistant to processing supportive or contrary data,
obstruct a desire to achieve rational boundaries to
delineate intensity.

Providing a perspective
Nomatter the preferences for treatment approaches to
reduce impairments and improve upper-extremity
function among stroke survivors, several clinician
behaviors have withstood the test of time. Inevitably,
most health professionals, given the remarkable
responsibility for improving the status of catastroph-
ically injured individuals, have been motivated to do
so because of their remarkable sense of compassion
and their desire to work regularly and directly with
patients, often independently from other healthcare
providers. These individuals are usually physical and
occupational therapists, who have enjoyed a tradition
of “hands on” approaches to form the core of their
treatment repertoires, often perceived as remarkably
“unique” and self-defining. Historically, many of the
neuromuscular re-education approaches (see above)
do indeed require manual guidance with some form
of repetition, often dictated and directed by the clini-
cian. The number of trials and their consistency
varies considerably across these various approaches,
as does the form of feedback provided to patients.
Many approaches have lacked true goal direction
that includes strategies and decision-making within
the context of a function. Rather, treatments have
addressed single or multi-joint motions directed
toward reducing tone or enhancing volitional move-
ment, but often at the expense of incorporating the
movement within a context that has limited function
or relevance to the patient. In addition, the construct
of the repetition varies, as does the nature of the feed-
back. Are movements repeated the same way and, if so,
how often? Are they repeated within a session or over
treatment sessions? When are they modified, and on
what basis? Answers to these questions have often
been intuitive to clinicians, but made without respect
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to a vast literature that indicates that varying the train-
ing (blocked versus random trials), the nature and
timing of the feedback, and the problem-solving
based challenge to the patient can all have a profound
effect upon learning and retention (see for example,
references [30,31]).

We have often become so obsessed with the spe-
cifics of treatment delivery that we may lose sight of
functional goals. These specifics characterize many
of the hands-on approaches inherent in traditional
neuromuscular re-education techniques. However,
the reality is that we have less time to spend with our
stroke survivors and must, from necessity, adhere to
findings for which there is definitive evidence for func-
tional gains. Thus, at least among patients with mild–
moderate (i.e. less than profoundly severe) impair-
ments, the emerging evidence suggests earlier
interventions that foster more goal-directed and con-
centrated training yieldmore positive results, although
this too might have a limit [3]. Such a reality cogni-
tively engages patients as proactive participants in the
rehabilitation process.

A model to depict this situation is shown in
Figure 20.1. While patients with stroke are undeniably

participatory during the provision of neuromuscular
re-education techniques, such approach-based thera-
pies often enlist the therapist as the driver for problem
solving, with the patient participating secondarily
as a problem solver. The major direction of such
approaches has emphasized a reduction in impairment
with some evidence for improved outcomes. Often the
therapist becomes so immersed in applying techniques
using appropriate psychomotor skills that patient
responsiveness and appropriate feedback may be
either delayed or totally lacking [32]. Clinicians often
become very attentive to manual contact and to inter-
pretation of tactile input so that integrating informa-
tion from other sources as a basis for modifying
instruction or patient behavior can be forsaken.
For example, efforts to monitor electromyographic
responses in the form of visual and auditory cueing
(biofeedback signals) often resulted in the therapist
actually ignoring this additional information because
it compromised internal processing of tactile input [32].
Under such a circumstance, it seems unreasonable
to expect that therapists can use these additional
resources to foster patient-initiated problem-solving.
Thus one must ask whether relying upon traditional

Flexibility in Goal-Directed
Problem Solving Through

Cognitive Processing

Evidence-based Therapy
Clinician-based problem solving:

Primary: therapist directed by evidence
Secondary: promotion of self-

management strategies (self-efficacy)

NEW

Approach-based Therapy
Primary: therapist strives to impairment
Secondary: instruct in problem solving

OLD

↑Outcomes/Function ↑Outcomes/Function

Figure 20.1 Conceptualization of how problem-solving aspects of upper-extremity rehabilitation post-stroke have changed from a more
empirical therapist-driven approach toward more evidence-based, patient-driven approach.
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intrinsic (tactile) feedback or extrinsic (biofeedback
equipment during manual contact) can optimize
patient problem-solving. While outcomes might be
improved (Figure 20.1, left), themagnitude and sustain-
ability of such improvements can be justifiably ques-
tioned. Moreover, such customary approaches have
failed to take into account the intensity of treatment as
defined by any standard, and, historically, may never
have been required to do so.

On the other hand, the newer movement toward
incorporating evidence as a basis for treatment selec-
tion still requires the clinician to direct efforts toward
problem-solving, but now permits the patient to play a
more active role (Figure 20.1, right). Evidence-based
treatment also bestows upon the stroke survivor the
need to entertain not only seeking solutions towards
improving function while minimizing compensatory
behavior, but affords him/her the chance to initiate
problem-solving. The result when this approach is
undertaken through, for example, strength training
or CIMT has been substantial improvement in func-
tional restoration. Using CIMT as a model, data from
the EXCITE Trial suggest that perhaps intensity
defined as dosage over time may not be a key element
to account for improvement [33], and that use of task-
specific training can induce sustainable improvements
[34]. Such a possibility raises the intriguing question
about whether improvement might be driven more by
the nature of the problem-solving as it relates to the
defined functional goal, existing impairments, and
patient comprehension, rather than the nature of the
treatment itself.

Given the continuing reduction in available treat-
ment time, the evidence-based approach noted
here seems relevant, if not essential, for optimization
of future rehabilitation outcomes. Its very nature
requires promoting patient self-efficacy, which, upon
contemplation, perhaps places “intensity” on a new
plane. Here the patient becomes the problem-solver,
and the process engenders a behavior that transcends
the formalized treatment time. If, indeed, a patient
incorporates elements of self-efficacy into most, if
not all activities, then one can ask somewhat rhetori-
cally, where does “intensity” of practice begin and
end? This question can be examined in relation to a
newly developed task-oriented training model for
post-stroke upper extremity rehabilitation, called
“Accelerated Skill Acquisition Program” (ASAP)
[35]. ASAPmay be the quintessential form of intensity
training, whose dimensions transcend formalized
training, and that embraces three essential ingredients.

The three major components embraced by ASAP
are skill (motor learning and self-management);
capacity (impairment mitigation); and motivation
(intrinsic drive) within the context of task practice
(Figure 20.2). Re-learning motor skills can favorably
impact neural reorganization [36,37] while also
encouraging self-directed post-training activities.
Skill reacquisition is facilitated by improving impair-
ments, such as muscle weakness, limitations in active
range of motion, or low self-efficacy to enhance
capacity. Attention to motor learning, motor control
(e.g. goal-directed whole tasks with natural synergies
[38]), and exercise physiology (e.g. overload in terms

SKILL
(motor learning / self-manage)

CAPACITY
(impairment mitigation)

MOTIVATION
(intrinsic drive)

T
A
S
K

T
A
S
K

Figure 20.2 Conceptual model for the
accelerated skill acquisition program (ASAP). The
patient-selected task at the center provides the
vehicle for the three elements. See text for
details.
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of training load/intensity, speed) principles are also
relevant to ASAP.

The scientific rationale and evidence for impair-
ment mitigation (capacity) is derived from studies that
have shown the importance of fundamental impair-
ments including strength and control [39–47] to
regain upper-extremity function. Moreover, contribu-
tions for enhancing motivation stress the importance
of self-regulation, self-management, and self-efficacy
to induce lasting behavioral changes known to support
beneficial outcomes [48–53]. Motivational enhance-
ments strengthen self-confidence and support patient
control or autonomy (intrinsic motivation), thus rein-
forcing the important conceptual linkage between the
capacity for intrinsic motivation and the development
of self-efficacy. Many of the successes inherent in
CIMT may build capacity and promote self-efficacy
through repetitive performance or operant condition-
ing, but provide extrinsic rather than intrinsicmotiva-
tion for affected limb use.

ASAP addresses social–cognitive psychological
theories of motivation that have been applicable in
motor learning/performance and clinical contexts
[54–56] and are relevant here as an integrated model
for immediate, and particularly longer-term, partici-
pant motivation. These theories assume that intrinsic
sources of motivation, including perceptions of self-
determination (choice, control, collaboration) and
self-efficacy (confidence in one’s capabilities) are key
contributors of continued choice, effort, and persis-
tence to use paretic limbs, which in turn leads to
mitigation of disability and of self-imposed

participation restrictions (Figure 20.3). These con-
cepts are reminiscent of the successful strategies used
in falls prevention programs that combine balance
training with development of self-efficacy for tasks
(e.g. stairs, bathtub, curbs) that were initially perceived
as unachievable, in large part because of low self-
efficacy. Further engaging the patient in this process
is the therapist–patient collaboration about the func-
tional tasks that are important to the individual
patient. In this context, the functional task (defined
with metrics related to patient satisfaction, e.g. “I want
to be able to carry a full plate of food using my affected
arm and hand across the room approximately 10
meters, to my satisfaction and without spilling it”)
becomes the vehicle during practice to build capacity
and improve capability.

Within a clinical context, ASAP can be thought
of as a fully defined, evidence-based, hybrid combina-
tion of CIMT and skill-based/impairment-mitigating
motor skill training with embedded motivational
enhancements. ASAP with its constituent components
is currently being tested within a national multisite
clinical trial (clinicaltrials.gov ID # NCT00871715) to
determine whether the collective ASAP package is
superior to usual and customary care. As noted earlier,
in the context of “intensity of training,” ASAP offers a
unique chance to view intensity in the more conven-
tional manner of measuring time over which the train-
ing occurs or, alternatively, as a motivational tool
that instills in stroke survivors the desire to practice
skills well beyond this time domain through self-
management and self-discovery as efforts to attempt

Figure 20.3 Schematic showing putative elements
at the theoretical, intervention, and outcome levels
for the accelerated skill acquisition (ASAP) program.
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task execution and solve new motor problems as they
present in the absence of an awareness of time. In
essence, this new model is designed to sustain the
improved skills and capacity and thereby enable par-
ticipation in meaningful activities (Figure 20.3).

Summary
There is little question that the concept of “intensity”
of upper extremity re-training during recovery from
stroke has assumed different perspectives among clini-
cians. Foremost is the fact that historically the rela-
tionship between dosing and outcomes has been
poorly elucidated in the stroke rehabilitation litera-
ture, and often there has been a dependence upon
persistent and prolonged delivery of several neuro-
muscular re-education techniques for which a paucity
of evidence exists to support efficacy. As a result, a
substantial effort is extended toward teaching stroke
survivors compensatory behaviors that forsake the
intrinsic possibilities to maximize functional restitu-
tion for the more impaired limb.

This situation has now been influenced substantially
by cuts in length of hospital stay, outpatient services,
and availability of fiscal resources. Accordingly, a more
practical approach has emerged that builds upon the
specific aspects of task-specific training that can include
elements of strengthening, skill reacquisition, and self-
efficacy. In fact, evidence is accruing to indicate that
such a constellation of elements within the treatment
“package” may be efficacious. Inevitably, allocation of
time and resources will determine the extent to which a
more contemporary approach must be embraced by
clinicians and family members.
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21 Cognitive approaches to stroke recovery
Valerie M. Pomeroy, Stephen J. Page & Megan Farrell

The international incidence of acquired brain injury
(ABI) (e.g. stroke; traumatic brain injury) is several
million new cases annually, and is not changing over
time [1]. The efficacy and speed with which acutely
based ABI care is delivered are also each increasing.
Given these factors, and an increasingly aged and
obese population, the prevalence of ABI survivors is
expected to grow exponentially in the next decade.

Most ABI survivors exhibit psychological, social,
motor, and/or cognitive sequelae [2,3]. Among these
deficits, hemiparesis may be the most disabling,
because it diminishes ability to perform valued activ-
ities of daily living (ADLs) (e.g. writing, feeding one-
self, dressing). For example, following stroke, arm
hemiparesis is the primary impairment underlying
disability [4], is the most frequent impairment treated
by therapists [5], and is a primary reason why stroke is
the leading cause of disability. Upper limb hemiparesis
in traumatic brain injury (TBI) can be similarly
problematic [6].

Despite the increasing prevalence and devastating
impact of ABI, conventional rehabilitative techniques
targeting hemiparesis are incompletely effective [7]
(see also Chapter 20), with several factors believed to
be responsible. Most notably, skill is improved as a
direct result of practice [8]; yet, most patients are
receiving diminished focused practice time with thera-
pists, less task-specific practice, and often spend sub-
stantial time doing little to nothing when they could be
practicing [9–12]. With significant reduction in reha-
bilitation length of stay and outpatient services, thera-
pists are also often forced to spend valuable therapy
time focusing on compensatory strategies rather than
restitution of function [13].

Besides the frequency of motor practice, the nature
of motor practice provided during rehabilitation may
also be suboptimal. Indeed, it is now believed that
repeated, task-specific practice with the more affected

limb induces cortical reorganization and correlative
functional improvement. Due to the above factors,
30–50% of community-dwelling stroke survivors do
not regain the ability to live independently; 10–30%
are permanently disabled, and 20% require institu-
tional care at 3 months post-onset [14]. Thus, a fun-
damental gap exists, centering on growing stroke
incidence and prevalence, and the paucity of effica-
cious, easily implemented, non-invasive rehabilitative
approaches.

A new age for ABI rehabilitative
therapy?
Over the past 50 years, neurorehabilitative therapies
have often focused on compensation using the unaf-
fected arm (e.g. one-handed shoe tying; eating with
the unaffected arm), rather than restitution of the
affected arm. Studies have also reported learned non-
use in humans and reliance on contralesional motor
systems in primates [15]. Corresponding changes in
brain structure or function resulting from these
disuse patterns can sometimes be found. For example,
following neurologic insult, individuals with certain
symptomatologies (e.g. phantom limb pain, focal
hand dystonia in musicians, hemiparesis) exhibit mas-
sive cortical reorganizations that largely explain their
symptoms [16].

The good news is that the size of cortical represen-
tations of the affected limbs depends on the use of
those limbs [17]. Consequently, the representations
of anatomical regions can be modified through
repeated, task-specific practice [18]. Jenkins and col-
leagues [19] similarly showed that repeated tapping
training with the second, third, and fourth fingers
caused expansion in the cortical representations cor-
responding to these areas, and correlative motor
improvements. Karni and colleagues [20] similarly
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reported enlargement in human primary motor corti-
ces engaging in daily practice of several motor tasks,
while Classen and colleagues [21] showed that even
simple thumb movements repeated over a short
period of time induce lasting cortical representational
changes. Others have repeated this finding, using a
number of practice scenarios [22–24]. Further sum-
maries of the brain events underlying stroke recovery
can be found in many of the other chapters in this
book.

Recently, this knowledge has been harnessed to
improve rehabilitative care after ABI. Specifically,
when repetitive, task-specific, affected arm practice
(RTP) is provided to hemiparetic patients, the size of
the cortical areas representing that limb increase, and
correlative functional changes can be seen [25–27]. A
number of programs have taken advantage of this
information to produce motor changes after stroke,
with the most notable example being constraint-
induced movement therapy (CIMT) [28–30]. CIMT
emphasizes affected arm RTP by: (1) restricting par-
ticipants’ less-affected upper limbs during 90% of
waking hours of a 2-week period; and (2) requiring
subjects to engage in 6-h activity sessions using their
more affected limbs on the 10 weekdays of the same
2-week period. Shaping (see [31] for a description) is
also applied during the 6-h therapy sessions, in which
the subject is verbally encouraged to perform progres-
sively more difficult components of the movement.

Although CIMT efficacy was shown in a recently
completed multicenter trial [32], the broader impact
and feasibility have been questioned by some [33], as
for some subjects its intensive parameters may
be difficult to clinically implement and/or may
encounter resistance or low adherence. Shorter CIMT
versions have been developed with comparable efficacy
[34–36], yet issues of intensive home and/or clinical
practice still linger. To provide RTP, yet assuage
CIMT contact time concerns, a variety of researchers
have developed robotic (see Volpe and colleagues [37]
for a review; also see Chapter 18) or other mechanized
approaches to administering affected arm RTP [38–40].
Still others are attempting to facilitate RTP with
implanted devices [41–43], or other machinery (see
also Chapters 19 and 22).

Despite this explosion in the number and diversity
of RTP approaches, some of the above regimens often
require particular equipment to administer, can be
intensive and/or taxing for the patient and therapist,
and/or can be invasive. Many of the strategies and

devices inherent in the above approaches are also
costly for individual clinics or hospitals, and are not
reimbursed by insurance plans, making them also
implausible for individual patient purchase. Thus,
there remains a need for easily implemented, inexpen-
sive, non-invasive RTP approaches for hemiparesis,
which indeed in some cases complement and enhance
more invasive approaches.

Towards this goal, and given the difficulties asso-
ciated with implementing current RTP therapies, this
chapter examines the application of cognitively based
approaches in ABI. This discussion has been purpose-
fully limited to stroke, primarily because the greatest
amount of literature and, thus, evidence, is available in
this population. None the less, most of the findings
reported herein are also applicable to other types of
ABI, such as TBI and cerebral palsy.

Cognitive interventions – techniques
and evidence

Active participation in stroke rehabilitation
for motor recovery
Changes in connectivity of the central nervous system
(CNS) after stroke disrupt the ability to perform motor
tasks such as walking or writing. Consequently, many
stroke survivors have to learn to perform previously
learnt motor tasks or to learn new motor skills such as
using an assistive device to enable walking [44]. In this
chapter, motor learning is defined as “a change in the
capability of a person to perform a skill that must be
inferred from a relatively permanent improvement in
performance as a result of practice or experience” [45].
The aim of motor learning after stroke therefore is that
an improvement in ability to perform a motor task is
retained after a period of training of that task [46]. The
process ofmotor learning is generally described in terms
of stages of learning. Several models exist, but all have in
common the need for cognitive problem-solving ability
in the early stages and for the ability to detect error and
produce appropriate corrective adjustments in a variety
of environment conditions in the later stages [45].

Rehabilitation of motor function is thus an active
participatory process that is most effective when stroke
survivors are engaged in activities that are functional,
challenging, and meaningful. Hence, interventions
designed to enhance motor recovery are not, and can-
not, be delivered in the absence of consideration of
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stroke survivors’ attention capacity, communication
ability, problem-solving ability, and priorities for
recovery. Two examples of important cognitive pro-
cesses are working memory and attention. Working
memory within the domain of executive functions is
important for modifying a motor plan in response to
the specific requirements of subsequent performance
of the task in different environmental contexts [47].
Attention is also important, and if this is disrupted
then stroke survivors could have difficulty in having
conscious awareness of stimuli, selecting relevant
stimuli in the environment to direct desired activity,
being able to undertake more than one activity at the
same time, and/or concentrating on an activity over a
period of time [48]. Indeed, in a group of people 3–24
months after stroke, improvements in motor function
in response to repetitive upper limb pointing training
were associated with cognitive function [49].

Interventions to enhance motor function should not,
therefore, ignore cognitive impairments. A therapist is
“in essence a designer of the learning situations” [50]. The
learning situationwhich forms the focus of this chapter is
that concerned with the restoration of motor control and
function after stroke. Hence we will focus on motor
learning and outline some cognitive interventions to
provide alongside physical interventions for the purpose
of enhancing motor learning after stroke.

Motor learning after stroke
Learning a motor task after stroke is influenced by a
combination of ability to produce voluntary contrac-
tion of paretic muscle; ability to adapt force appropri-
ately in groups of muscles to achieve the intended
action; and by cognitive functions such as attention,
memory and communication [48]. The process of
motor learning after stroke can therefore be disrupted
by lesions in several different brain areas and not just
in those specifically associated with planning or exe-
cution of a motor task.

Many brain regions are often implicated in motor
learning, including the prefrontal cortex, premotor
cortex, primary motor cortex, parietal regions, occipi-
tal regions, basal ganglia, and cerebellum (reviewed by
[47,51,52]). Not all of these are activated to the same
level, with different neural substrates supporting dif-
ferent forms and stages of learning.

For implicit learning, the medial temporal lobe may
be important [53] and discrete lesions in the basal
ganglia may not be detrimental [54]. However, the
basal ganglia may be involved in explicit learning of a

stimulus–response task [53]. Stages of motor learning
may also be associated with different neural substrates.
Investigation of healthy adults learning a novel
sequence of pressing buttons with digits of the right
hand found that during the early stages of learning,
activation was mainly in superior parietal lobes bilat-
erally, ipsilateral middle frontal gyrus, and the left cau-
date nucleus [51]. In the later stages of learning,
activation moved to the contralateral occipito-temporal
cortex, contralateral superior frontal cortex, and bilat-
eral parahippocampal region [51]. Within the basal
ganglia activation moved from rostrodorsal (associa-
tive) regions to caudoventral (sensorimotor) regions
of the putamen as healthy adults increased in motor
skill [52]. These anatomical findings have implications
for stroke, as specific lesion locations might disrupt
particular aspects of motor learning.

Some specific experiments have investigated motor
learning ability in well-characterized groups of stroke
survivors. Findings from these investigations indicate
that:

a. People at least 6 months after unilateral stroke with
upper-limb hemiparesis ranging from severe to
mild (Fugl-Meyer scores 19–66) who were able to
understand the instructions and perform the task
were able to use correction strategies similar to
those used by healthy adults after one trial of
perturbation by adding a resistance to movement if
their cognitive and sensorimotor impairment was
mild. Those with more severe impairments
persisted in showing errors after three trials
[47,55]. These findings support the clinical practice
of considering sensorimotor function together
with cognitive processes involved in motor
memory and problem-solving ability.

b. Stroke survivors may be able to learn motor tasks
implicitly [56], but this ability may not be
present in all stroke survivors. After unilateral
stroke, individuals with lesions in the
sensorimotor area or sensorimotor output area
were unable to demonstrate implicit learning
of a key pressing sequence even after a period
of extra practice [57]. In contrast, stroke
survivors with unilateral cerebellar lesions did
demonstrate implicit learning of a tracking task
although this was only evident for spatial accuracy.
Temporal accuracy was not learned [60]. In
summary, aspects of implicit learning may be
achievable depending on the site of the stroke
lesion.
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c. Individuals with unilateral stroke lesions in
sensorimotor areas or sensorimotor output
demonstrated learning of a motor task as assessed
by a decrease in reaction time to the go signal when
they were informed that there was a sequence to
learn and given time to study it visually. This
finding suggests that stroke survivors might need
to be provided with explicit knowledge about the
motor task to be learnt before beginning physical
practice [57]. However, provision of explicit
knowledge about the task to be learnt might not be
beneficial in all situations. For example: explicit
information adversely affected learning of a motor
sequence task in stroke survivors with lesions in
the MCA territory [59] and stroke survivors with
basal ganglia lesions were able to decrease tracking
error but did not benefit from explicit information
[58]. Decisions about whether or not to provide
explicit information about the motor task to be
learnt therefore need to consider the site of the
stroke lesion.

d. Stroke survivors with minimal residual paresis of
the paretic upper limb, resulting in the majority of
cases from basal ganglia lesions, were able to learn
a 3D motor task and two precision tasks, but
demonstrated a longer time to complete the tasks,
more time to correct errors and higher variability
in performance [61]. None of the stroke survivors
had “rigidity, bradykinesia, dyskinesia,
somatosensory impairment, perceptual, apraxic or
other cognitive deficits,” and therefore poorer
performance than healthy adults probably resulted
frommotor paresis and/or reduced motor learning
ability.

Implications for using motor learning strategies
in stroke rehabilitation
The therapist needs to understand the cognitive abilities
of an individual stroke survivor and also stage of learn-
ing. At the basic level there is a need to differentiate
between motor deficits resulting from motor execution
deficits and from motor learning deficits. By so doing,
the intervention session can be structured around
an individual’s motor needs and cognitive abilities
[48]. For example, a therapist may have to use
different communication strategies including chunking
information, physical demonstration/guidance, visual
feedback and checking for understanding to enable
stroke survivors to problem-solve for themselves
(reviewed by [62]). Opportunity to practice is also

important; specifically, the opportunity to practice var-
iants of the task in different environmental contexts.
There are several distinct strategies to enhance motor
learning and thus recovery after stroke. The remainder
of this chapter describes some of these strategies. It
needs to be appreciated that it is likely that there is not
a one-size-fits-all approach and that assessment of what
strategies to use will need to be undertaken, which
might include site of brain lesion and specific testing
of physical and cognitive abilities.

Cognitive strategies to enhance motor
learning after stroke
Therapists use physical interventions to enhance
motor recovery after stroke, such as muscle strength
training and weight transfer training. Delivery of such
physical interventions needs to consider not just
the ability of individuals to produce appropriate
temporal–spatial activation of voluntary muscle con-
traction for a motor task, but also whether or not
cognitive impairments are present that may have a
detrimental effect onmotor learning. Therapists there-
fore need to be able to adapt the mode of delivery of
physical interventions to maximize stroke survivors’
ability for motor learning. There are a variety of cog-
nitive strategies available for use, and for ease of
description these can be loosely grouped into those
designed to enhance instruction, practice, and feed-
back. In practice, of course, the strategies outlined
below are not used exclusively within these groups.

Providing information and/or instruction
Providing information and or instruction is important
especially during the early stages of learning [48].
Information/instruction can be provided verbally, via
auditory stimulus (rhythm), and by action observation
(demonstration).

Verbal

Verbal information and instructions need to be tail-
ored to stroke survivors’ ability to attend to pertinent
information, to retain information, and to communi-
cate. This could mean:

* curtailing the number of instructions if attention
span and/or working are affected adversely;

* directing verbal instructions towards aspects of the
task pertinent for improved performance [45]. For
example, attention might be directed to the
intended effect of a task such as grasping a cup or
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to the performance of the task such as moving
smoothly;

* directing verbal instruction towards a feature of
the environment with the aim of distracting
conscious attention from motor performance. An
example of this strategy is asking an individual to
bounce a ball whilst standing up when the aim is to
enhance balance ability;

* using verbal instruction to focus an individual
onto specific aspects of the environment and thus
enhance selective attention.

Whatever the focus of verbal instruction, in the
presence of cognitive impairment, enhanced commu-
nication strategies need to be used. Enhanced commu-
nication strategies could include: chunking information
into small bits, repeating information, checking for
understanding, writing/drawing, facial expression, ges-
ture, and demonstration (see below). Such enhanced
communication strategies have been found to be bene-
ficial especially for people with aphasia after stroke. See
Cherney et al. [63] for a fuller discussion.

Auditory stimulus

When the motor task to be learnt has an inherent
rhythmic component, then auditory cues to emphasis
the rhythm are beneficial [45]. Several studies have
found benefits for using rhythmic auditory stimuli to
augment retraining of lower limb motor function after
stroke. Benefits have been found for temporal–spatial
gait parameters [64,65], walking speed [64,65], and
balance during movement.

Benefits have also been found on spatial–temporal
control of sequential reaching movements of the
paretic upper limb after stroke. Improvements were
found for variability of timing, variability of reaching
trajectories, increases in elbow range of motion, and
increases in smoothness of movement [66]. Lessons
from contextual interference apply in this regard, with
random practice being more effective than blocked
practice for motor learning after stroke [67].

Action observation

A systematic review has concluded that observation of
another person’s movement produces activation of the
observer’s neural network responsible for the planning
and execution of the observed movement [68]. Even
more important clinically is that this activation may
also found in the muscles that would be used to pro-
duce the observed movement [68]. Essentially,

observation of motor sequences may be encoded in
an effector-specific fashion, i.e. motor learning occurs
and primes effector muscles for physical action [69].
This so-called mirror neuron system is not exclusive to
motor function: “The same neural structures that are
involved in processing and controlling executed
actions, felt sensations and emotions are also active
when the same actions, sensations and emotions are to
be detected in others. It therefore appears that a whole
range of different ‘mirror matching mechanisms’may
be present in our brains” [70].

In healthy adults observation enhances learning
of what movements to make (reviewed by Mattar
and Gribble [71]) and how to make them [71,72].
Furthermore, action observation has been found to
encode a motor memory in the primary motor cortex
of healthy adults [73] and in some cases actual physical
practice may not always be necessary for implicit
motor learning [74]. Demonstration of the motor
task to be learnt may therefore be a beneficial strategy
to include in the treatment of stroke survivors.
Perhaps not unexpectedly, in older adults a combina-
tion of action observation and motor practice might
produce the best effect [75]. Details by which therapy
based on action observation is delivered must be care-
fully considered [76].

The position of the demonstrator may also be an
important variable. First-person perspective appears
to be superior. This was illustrated by a study which
found that the best effect on learning a sequence of
postures resulted from a video film showing the model
from the rear, rather than from either (a) the front
with ipsilateral posture, or (b) the front with contra-
lateral posture (mirror effect) [77]. Other studies sup-
port this finding of better motor learning when
observation occurs from a first-person perspective
[78,79]. Of interest is that a first-person perspective
was associated with a higher level of activity in brain
sensorimotor areas than viewing from a third-person
perspective [79].

Most studies investigating the effects of action
observation have used video film or still pictures.
However, this type of presentation of the posture or
movement to be learnt may be less effective than view-
ing a live human hand, which has been found to
produce higher activity in the primary motor cortex
of healthy adults than watching the same action from
the same perspective via a video film [78]. Indeed,
receiving the stimulus via a human hand produces
better effect than when the stimulus is a robotic hand
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[80]. This is probably because observation of a move-
ment performed by a robotic form does not activate
neural networks that are involved in motor execution
to the same extent as observation of a movement
performed by another human [81].

There is as yet only a limited evidence base for
the use of action observation with stroke survivors.
Published preliminary studies provide proof-of-concept
for using action observation of daily upper limb actions
together with actual physical practice in people at least
6 months after stroke in terms of motor function [82]
and encoding a motor memory in the primary motor
cortex [83]. Current findings provide important
information for the design of subsequent exploratory
(Phase II) and definitive (Phase III) clinical trials.
Therefore, at present there is insufficient evidence on
which to change current clinical practice regarding
therapist demonstration of the activity to be learned.

Motor imagery

Motor imagery (MI) has been defined as “a dynamic
state during which a subject mentally simulates a given
action” [84]. Imaging of a specific movement or func-
tional task is undertaken in the first person, i.e. the
individual imagines themselves actually doing the task
in terms of how it feels rather than as an observer of
themselves (third person or visual imagery). Most
importantly, there is no command to perform an
actual movement during MI.

There is evidence for common neural mechanisms
in MI and planning the execution of the same motor
action [84–86]. Brain areas involved include: prefron-
tal cortex, inferior frontal gyrus, supplementary motor
area, premotor area, anterior cingulate cortex, inferior
parietal lobule, basal ganglia, caudate nucleus, and the
cerebellum. Primary motor cortex is activated but to a
lesser extent than during executed action [84,87,88]
with the level of activation possibly influenced by
characteristics of the motor task being imagined [86].
Lateralization of MI ability after stroke may be impor-
tant in this context [89], and lesions in the left parietal
lobe could affect ability to perform mental imagery
[90]. Decety highlights that MI processing is closely
related to the network activation during directed
attention but does not overlap completely [84].
Moreover, MI has been found to increase EMG activ-
ity in target muscles in the absence of actual movement
(reviewed by Jeannerod [91]) and increase cardiac and
respiratory activity (reviewed by Decety [84] and
Jeannerod [91]). The central effects of MI thus prepare
for the energy needs to execute the imagined action.

Because the same neural and muscular structures
are activated during MI as physical practice, MI may
be a useful means of accessing the motor network in
the presence of paresis, and improving outcome after
stroke [92]. Consistently, there is evidence that MI is
beneficial for learning a motor skill and for increasing
force production in target muscles [84,91]. Below, we
review selected studies showing MI efficacy after ABI.
Specifically, we highlight MI efficacy in stroke, as the
largest number of studies with MI have been per-
formed in this group. However, MI is also likely to
improve performance in other ABI diagnoses.

Motor imagery efficacy for the affected arm in stroke

Motor imagery reduces affected arm impairment:
a pilot study [93]

We initially provided 8 chronic stroke patients with
right-arm hemiparesis a 4-week program combining
MI and RTP (Group 1), while 8 controls received
exposure to stroke information + RTP (Group 2).
At the pretesting period (PRE), mean scores of
Group 1 and Group 2 on the upper extremity section
of the Fugl-Meyer Assessment (FM), a stroke-specific
impairment measure, were nearly identical.
However, after treatment (POST), scores indicated
that MI + RTP patients exhibited significantly greater
reductions in impairment than patients in Group 2
(F[1,14]=14.71; p<.05). A case report was concordant
with these findings [94].

Motor imagery improves reaching kinematics [95]

We also showed that MI + RTP use improves the
kinematics with which the affected arm performs a
reaching task. In other words, not only did MI
improve function, but the quality and efficiency with
which patients performed a functional activity
improved.

Before and after MI + RTP, five chronic stroke
patients (3 males; mean age= 52.6±15.4 years, age
range 38–76 years; mean time since stroke=51.2
months, range 13–126 months) were instrumented
with 15 retro reflective markers placed bilaterally.
Subjects were seated at an adjustable chair and feet
positioned flat. They then randomly performed two
different reaching tasks: reach out and reach up. Both
tasks consisted of reaching a plastic cylinder (5 cm
diameter; 17 cm high) positioned in line with the
olecranon and at a height of either the olecranon
(reach out) or the acromioclavicular joint (reach up).
Before MI + RTP, mean horizontal reaching distance
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was 8.3±1.7 cm and 10.9±2.2 cm for the reach up and
reach out tasks, respectively. After intervention, ability
to reach up significantly improved to 9.9±1.6 cm
(P< 0.001); horizontal reach distance improved non-
significantly during the reach out task (11.7±2.2 cm,
P=0.366). Subjects exhibited marked, nonsignificant
increases in linear hand velocity (reach out: pre
20.5±3.4 cm/s, post 27.3±4.8 cm/s, P=0.068; reach up:
pre 19.3±3.9 cm/s, post 26.1±3.8 cm/s, P=0.072) by
7 cm/s (approximately 35%).

A randomized, placebo-controlled study of MI in chronic
stroke [96]

The above studies culminated in a recently completed
clinical trial. Using a multiple baseline design, all sub-
jects (n=32) were administered the Fugl-Meyer (FM)
and the Action Research Arm Test (ARAT) on two
occasions. Patients were then randomly assigned to
either (a) MI + RTP or (b) relaxation tape + RTP.
No baseline group differences were found on any
demographic variable or movement scale. Subjects
receiving MI + RTP showed significantly greater
reductions in affected arm impairment and functional
limitation as compared to subjects randomized to
relaxation tape + RTP (both at the P< 0.0001 level).
Functionally, patients receiving MI + RTP were able to
perform valued activities that they had not performed
in years, such as writing, and using a computer key-
board with the affected hand.

Other research groups have corroborated the find-
ing that MI reduces affected arm impairment and
increases movement in stroke patients [97,98].

Motor imagery use for affected leg retraining after stroke

As mentioned above, MI is especially useful
in situations where physical practice may be difficult
or unsafe. For example, walking is, perhaps, the pri-
mary goal after stroke. Indeed, Lord et al. [99] found
that the ability to “get out and about” in the commun-
ity was considered to be either essential or very impor-
tant by 75% of stroke patients. Yet, practicing walking
in one’s hospital room or one’s home is unwise for
most patients, especially if they lack substantive care
partner support. In such situations, MI may be a
viable, safe method of practicing walking, since skills
are cognitively rehearsed without actual, physical
practice.

Spurred by the above findings, MI has been tested
in small pilot studies targeting the stroke-affected leg.
These studies included: (a) a case series [100] in which

four chronic stroke subjects were administered MI in
combination with exercises addressing gait impair-
ments, and some gait training, all occurring 3 days/
week for 6 weeks. Subjects exhibited increased gait
velocity, stride length, and cadence, and a decrease in
double support time; (b) a single case [101] who also
received the above intervention. He also showed a 23%
increase in gait velocity, and reduced double support
time; (c) finally, a group [85] has suggested that M1
and the orbitofrontal cortex are implicated in motor
skill relearning of the affected leg following mental
practice. Note that, of relevance, one other study [94]
has shown that MI participation increases serial
response time to a task performed with the affected
leg, while another [102] showed that subjects who
incorporated MI with visual feedback exhibited better
responses to a symmetrical weight-bearing training
program compared to those who used visual feedback
only.

Mechanisms during motor imagery

Although individuals do not physically move during
MI, decades of research show that widespread muscu-
lar activations occur during MI as if the activity is
being physically performed. Indeed, in one group’s
words, MI produces “an identical, minute innervation
in localized muscles activated during the same overt
movement” [103].

Evidence for this finding first came from Jacobsen
[104], who reported activations in the biceps brachii of
participants who were asked to visualize bending their
right arms. More recent studies have confirmed
Jacobsen’s findings using electromyography (EMG)
[105,106]. Moreover, the EMG force characteristics
observed during MI are proportional to the force char-
acteristics of the task imaged, and vegetative responses
(e.g. heart rate, oxygen consumption) duringMI covary
with degrees of imagined effort on a particular task
[107]. In other words, an imagined task that is
physically more strenuous elicits greater physiologic
responses than one that is less strenuous. A number of
studies have also reported correlative neural activity
during MI. Indeed, motor-evoked potentials, EEG
activity, and increased cerebral blood flow to cortical
areas that are used during physical performance of a
particular task are all observed during MI [108,109].

Not all stroke survivors, or indeed healthy adults,
are able to perform MI. It has been postulated that
increasing age might be a factor, although the correla-
tion between age and ability to performMI as assessed
by the Vividness of Movement Imagery Questionnaire
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is rather weak (r= 0.31, p< 0.001) [110]. Damage to the
left parietal lobemight also affect ability to performMI
[90], and so this might constitute an additional factor
limiting capacity to derive gains from MI. Whatever
the mechanism, after stroke it is possible that a sub-
stantial proportion of stroke survivors may be unable
to perform MI [86,111,112]. It is important therefore
for both clinical practice and research to assess indi-
viduals for MI ability.

Time to perform a MI task is considered to be a
useful means of assessing MI ability [86]. In healthy
adults, MI and execution of the same movement takes
essentially the same time [84,113,114]. In people with
hemiplegia, this time relationship between imagined
and executed movement is probably also present.
Interestingly MI of action of the paretic limb has
been found to take more time than for the non-paretic
limb and to be consistent with Fitts Law of speed/
accuracy trade off (reviewed by [84,91]). A specific
form of assessment is to measure how long an indi-
vidual takes to identify whether pictures of hands
presented in different orientations are of a left or
right hand. Such tasks have been found to be reliable
[114] and are now being used in evaluative studies of
the effects of MI in stroke survivors [111].

In clinical practice, MI is rarely provided on its
own but is used as an adjunct to physical practice. This
is reflected in evaluative studies to date, for example,
(a) a combination of MI and physical practice and
visual feedback of performance [102] and (b) MI,
physical practice, a virtual reality system, and audio-
visual feedback of performance [116]. Whatever com-
bination of MI and physical practice is used, it is
important to know what duration and intensity of
MI to provide, and of what imagined motor tasks/
movements. Meta-analysis of published reports of
evaluative studies of MI is of limited value as there
is heterogeneity in interventions [92]. Recently,
Simmons and colleagues [111] identified, in consulta-
tion with stroke survivors, that the most appropriate
daily dose was two 20-min periods separated by a
10-min rest. A standardized list of tasks (treatment
schedule) was used for MI training and some benefits
were found, although this was only an exploratory
trial. This treatment schedule and daily dose required
further evaluation.

Feedback
An important role for therapists is to provide feedback
to enhance learning [45–62]. Two general types of
feedback can be augmented. The first is intrinsic

feedback, which consists of the sensorimotor informa-
tion resulting from performing the motor task. The
second is extrinsic feedback, which consists of knowl-
edge of the results of the motor task and knowledge of
performance of the motor task [45].

Intrinsic feedback

The theoretical rationale for providing intrinsic feed-
back is that enhancing the learner’s conscious knowl-
edge of physiological processes will facilitate ability to
manipulate these and thus improve motor function
[117]. The most common means to provide intrinsic
feedback of physical performance is by using EMG
biofeedback [117].

There has been much research interest in the effects
of EMG biofeedback to improve motor function after
stroke, but the number of high-quality clinical trials is
limited. A systematic review of augmented feedback to
enhance upper limb motor recovery of rehabilitation
patients identified 11 trials of EMG biofeedback in
stroke [118]. Only 3 of the 11 primary trials reported a
positive result. Findings are limited, however, by poor
methodological quality of some of the primary trials; for
example, only two used both concealment of the order
of random allocation and blinded assessment [118]. A
subsequent systematic review, performed within the
Cochrane Collaboration, found 13 randomized and
quasi-randomized trials. Meta-analysis was limited,
however, by the small sample sizes, lack of high meth-
odological quality, and by the differences across the
primary trials in outcome measures used [119]. This
review concluded that there may be some benefits for:

* muscle strength (one trial, WMD 1.09, 95% CI
0.48–1.70);

* range of movement at the shoulder (one trial, SMD
0.88, 95% CI 0.07–1.70), but not at ankle, knee or
wrist; and

* functional ability (two trials, SMD 0.69, 95% CI
0.15–1.23), but not for stride length or walking
speed [119].

Overall, the current evidence base neither supports
nor rejects the use of EMG biofeedback after stroke,
although it is unclear whether published studies con-
sidered the important issue as to how “learning is
specific to the sources of sensory feedback available
during practice” [45]. Thus, future trials need to con-
sider the potential for disruption to intrinsic feedback
networks arising from specific stroke lesions which
might inhibit response to augmented biofeedback
[120].
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A further consideration is that the trials included
in these systematic reviews were focused on specific
impairments. It has been argued that a focus on per-
formance of functional tasks in their entirety would be
a more appropriate focus for biofeedback therapy
[121]. Such a focus involves mostly the use of extrinsic
feedback.

Extrinsic feedback

Extrinsic feedback takes two forms of knowledge, one
of results and one of performance. Feedback focused
on enhancing knowledge of results concentrates on
provision of information about how successful a
motor action has been in achieving the desired goal.
In contrast, feedback focused on enhancing knowledge
of performance concentrates on provision of informa-
tion about the quality of the movement used to achieve
the goal, such as smoothness of the trajectory, joint
range of movement, and whether compensatory
movements were present in adjacent body segments.
Comparisons of the two types of extrinsic feedback
have found that:

* in a study of subjects with stroke, verbal feedback
of knowledge of results of upper limb pointing
movements to a target in front of the contralateral
workspace of subjects improved precision of
pointing at movement end, whereas verbal
feedback of knowledge of performance improved
movement speed and variability [49]; and

* improvement in the kinematics of a pointing
movement occurred only in those stroke survivors
provided with feedback focused on knowledge of
performance [122].

These findings suggest that if the aim of therapy is to
enhance recovery of normal movement patterns, then
feedback of knowledge of performance may be the
preferred strategy. However, if the aim of therapy is
to enable stroke survivors to perform a functional task
irrespective of the presence of compensatory move-
ment patterns, then feedback to enhance knowledge of
results may be the preferred approach. These sugges-
tions have not yet been tested robustly [120].

The evidence for the clinical use of feedback of
knowledge of results with stroke survivors is sparse.
Indeed, a systematic review of the effects of augmented
feedback on motor function of the paretic upper limb
in rehabilitation patients found no primary trials
[118]. More research is needed to investigate whether
stroke survivors benefit from receiving feedback
focused on knowledge of results [120].

A larger number of clinical trials have investigated
the use of knowledge of performance modalities to
enhance motor function after stroke. These have
been included in systematic reviews [118,123,124].
However, these systematic reviews have been unable
to make unequivocal recommendations as to whether
or not providing knowledge of performance has a
beneficial effect on motor recovery after stroke. Some
primary trials report beneficial effects [118], but a key
limitation to interpretation of the collated findings in
systematic reviews has been limited methodological
quality of these primary clinical trials, for example
due to lack of use of concealment of group allocation
and/or blinded assessment [118]. Although the results
of meta-analyses are mostly equivocal [123,124], there
are some small indications of probable benefit in
laboratory environments for visual feedback (two
trials, SMD −0.68, 95% CI −1.31 to −0.04) and con-
current visual and auditory feedback (two trials,
WMD −4.02, 95% CI −5.99 to −2.04) [123]. No bene-
fits on balance were found, however, when moving
or walking [123,124]. Furthermore, differences
between the experimental and control groups found
at outcome were not present at follow-up of one
month or more after the intervention [123].

Many questions remain unanswered about the
effects of extrinsic feedback on motor recovery after
stroke including the following [120].

* Is motor recovery enhanced more by feedback on
(a) errors made (see also Chapter 18) or
(b) elements of correct performance exhibited?

* Do stroke survivors gain more benefit from
feedback after every trial or from a lower frequency
of feedback?

* Does most benefit arise from providing feedback
immediately after performance of the motor task
or from providing feedback after a delay?

* Is there an interaction between type and frequency
of feedback and stage of learning a motor task after
stroke?

Conclusion
In this chapter, we have discussed evidence and prom-
ise of several promising cognitive techniques, includ-
ing various forms of feedback, and the use of MI.
Current evidence suggests that these techniques will
one day hold a place in the rehabilitation milieu,
given their easy administration, and high efficacy.
Yet, there is still much work to do. Studies examining
the window during which these techniques are most
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efficaciously administered, their optimal duration,
and their optimal frequency and intensity are but a
few of the questions that must be answered to assure
their appropriate, cost-effective administration.
Future authors must consider these questions, as
well as the ways in which cognitive techniques can
be co-administered with promising physical techni-
ques, to continue to optimize rehabilitation after ABI.
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22 Electrical stimulation approaches
to stroke recovery
John Chae & Leigh R. Hochberg

Electrical stimulation can modify the function of
peripheral or central nervous system elements.
Neuromuscular electrical stimulation (NMES) in
stroke rehabilitation provides both therapeutic and
functional benefits. NMES produces muscle contrac-
tions by directly exciting peripheral motor nerves or
motor points. Therapeutic applications may lead to a
specific effect that enhances, but does not directly
provide, function. Specific NMES therapeutic applica-
tions reviewed in this chapter include post-stroke
motor relearning and reduction of hemiplegic shoul-
der pain. The term functional electrical stimulation or
FES refers to the use of NMES to directly accomplish
functional tasks. Devices that provide FES are also
referred to as neuroprostheses, and are also reviewed
in this chapter. Specific “functional” or neuropros-
thetic applications reviewed in this chapter include
upper and lower limb motor movement for activities
of daily living (ADL) and mobility, respectively.
Finally, the fourth section of this chapter considers a
range of emerging electrical stimulation techniques for
promoting recovery and repair after stroke, some of
which specifically target the central nervous system.

Motor relearning

Basic science and theoretical considerations
Motor relearning is defined as “the recovery of previ-
ously learned motor skills that have been lost following
localized damage to the central nervous system” [1]. In
non-humanprimatemodels, goal-oriented, active repet-
itive movement training of the paretic limb after local
damage to the motor cortex shapes subsequent func-
tional reorganization in the adjacent intact cortex, and
the undamagedmotor cortex plays an important role in
motor relearning. Specific types of tasks that appear to
induce long-term plasticity entail the development of

motor skills [2] (task features and effects on restoring
movement are also considered in Chapters 18, 20,
and 21). If goal-oriented repetitive movement therapy
facilitates motor relearning via cortical mechanisms,
NMES-mediated goal-oriented repetitive movement
therapy may also facilitate motor relearning.

Spinal mechanisms may also have a role in motor
relearning. Rushton theorized that the corticospinal–
anterior horn cell synapse is a Hebb-type, modifiable
synapse and that the synapse can be modified by
NMES [3]. Under normal circumstances, neural activ-
ity in the pyramidal tract easily discharges the anterior
horn cells and the strength of the presumed Hebb-type
pyramidal tract/anterior horn cell synapse is main-
tained. However, following brain injury, the failure
to restore this traffic leads to “decorrelation” of pre-
synaptic and postsynaptic activity. Rushton suggested
that NMES-mediated antidromic impulses provide an
artificial means to resynchronize presynaptic and post-
synaptic activity. Accordingly, he predicted that com-
bining NMES with simultaneous voluntary effort is an
effective means of facilitating motor relearning.

As many stroke survivors lack sufficient motor
ability to take part in volitional, active repetitive move-
ment therapy, NMES-mediated motor activation may
have an important role in motor restoration following
stroke. Regardless of cortical or spinal mechanisms,
the experimental and theoretical considerations sug-
gest that the necessary prerequisites for NMES-
mediated motor relearning include high repetition,
novelty of activity, concurrent volitional effort, and
high functional content [2].

Three forms of NMES are available for motor
relearning: cyclic NMES, EMG-mediated NMES, and
neuroprostheses. Cyclic NMES-mediated activity is
novel in that the stroke survivor has difficulty perform-
ing the task without the NMES; however, there is no
volitional input and the task is not functionally relevant.
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EMG-mediated NMES couples cognitive intent and
NMES-mediated muscle contraction. This approach
may be applied to patients who can partially activate a
paretic muscle but are unable to generate sufficient
muscle contraction for adequate exercise or functional
purposes. Although this approach utilizes novel tasks
and includes cognitive investment, the task itself is not
functionally relevant. Neuroprosthetic applications pro-
vide FES for completion of ADL and mobility tasks.
Because repetitive movement training is performed in
the context of meaningful, functional behavioral tasks
that are novel, neuroprostheses have a theoretical
advantage over both cyclic and EMG-mediated NMES
for motor relearning. Neuroprosthesis applications
independent of therapeutic benefits are discussed in
greater detail below.

Upper limb applications
Numerous randomized clinical trials (RCT) have eval-
uated the efficacy of cyclic and EMG-mediated NMES
for upper limb motor relearning. The initial survey of
these studies suggested that NMES is efficacious in
reducing motor impairment but not activities limita-
tion [4]. The authors suggested that the effect is more
significant for those with milder impairments. A sub-
sequent review by the same group concluded that
EMG-mediated NMES may be more effective than
cyclic NMES [5]. However, a more recent meta-
analysis concluded that EMG-mediated NMES was
no more efficacious than “usual care” in facilitating
motor relearning [6]. However, they noted that most
studies were with chronic stroke survivors and that
results might be different among acute stroke survi-
vors. Consistent with this conclusion, two small
RCT failed to demonstrate the superiority of EMG-
mediated NMES over cyclic NMES [7] or usual care
[8] among chronic stroke survivors. While acute stud-
ies are ongoing, at present there is no persuasive evi-
dence that cyclic and EMG-mediated NMES are
efficacious in facilitating upper limb motor relearning
among chronic stroke survivors.

There are considerably fewer data regarding the
efficacy of neuroprostheses formotor relearning; never-
theless, emerging experience with acute stroke survivors
is encouraging. Two recent RCT using a hybrid brace–
NMES device that incorporates surface electrodes into
a brace for hand grasp and release (Figure 22.1) demon-
strated improvements in motor impairments [9,10]. A
third RCT of multichannel NMES also resulted in sig-
nificant improvement in upper limbmotor function [11].

Several novel neuroprosthesis approaches with encour-
aging preliminary results are presently under inves-
tigation, including injectable microstimulators [12],
contralaterally controlled surface FES [13], and the incor-
poration of work stations [14].

Lower limb applications
Lieberson and associates described the first single-
channel surface peroneal nerve stimulator to provide
ankle dorsiflexion assist during the swing phase of gait
for stroke survivors [15]. However, they also com-
mented, “On several occasions we observed, after
training with the electrophysiologic brace [peroneal
nerve stimulator] . . . patients acquire the ability of
dorsiflexing the foot by themselves.” Since then,
numerous studies of single- or dual-channel stimula-
tors have reported similar findings [16]. In a recent
double-blinded RCT, Yan and associates reported that
cyclic NMES reduces spasticity, strengthens ankle dor-
siflexors, improves mobility, and increases home dis-
charge rate after acute inpatient stroke rehabilitation
[17]. Given the importance of functional content in
motor relearning, gait training with peroneal nerve
stimulation may have significant clinical impact [18].

Because gait deviation in hemiplegia is not limited
to ankle dysfunction, several studies evaluated multi-
channel surface neuroprosthesis systems that addi-
tionally provide hip and knee control. A controlled
trial demonstrated significantly greater improvement
in gait performance and motor function among par-
ticipants treated with the neuroprosthesis compared to

Figure 22.1 A hybrid brace–transcutaneous neuroprosthesis
system (NESS H200) that is worn on the hand and forearm. The
exoskeleton positions the wrist in a functional position and the five
surface electrodes built into the exoskeleton stimulate specific
muscles to provide coordinated hand opening and closing. (Courtesy
of Bioness Inc., Valencia, CA.)
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those treated with conventional therapy [19].
Similarly, a single-blinded RCT demonstrated that a
multichannel percutaneous NMES-mediated ambula-
tion training improves gait components and knee flex-
ion coordination relative to controls [20].

Motor relearning: summary and future
directions
Although earlier studies suggested that cyclic and EMG-
mediated NMES reduce motor impairment, more
recent data, especially among chronic stroke survivors,
raise considerable doubts regarding their therapeutic
benefits, particularly for the upper extremity. They
may be efficacious among acute stroke survivors, but
there are insufficient data to confirm this. While the
efficacy of cyclic and EMG-mediated NMES in facilitat-
ingmotor relearning remains uncertain, the implemen-
tation of neuroprostheses will likely have significant
clinical impact due to the higher functional content.

Future investigations on NMES for motor relearn-
ing should demonstrate impact on clinical outcomes at
the level of activity limitation and quality of life. These
studies should be large, multicenter RCT, which
should be at least single-blinded. Studies should care-
fully define the subject populations, identify potential
confounders, and evaluate long-term outcomes using
valid and reliable measures of motor impairment,
activity limitations, and quality of life. These trials
should directly compare the various types of NMES
to at least the standard of care to identify the most
effective clinical paradigm and the populations that
will likely benefit from each approach. Future studies
should determine the optimal dose and prescriptive
parameters. Systems that harness the natural com-
mand signals for limb movement, such as those gen-
erated from the primary motor cortex, should also be
developed. Neuroprostheses that provide clear func-
tional, cost-effective benefit to a broad range of stroke
survivors should be developed to provide goal-
oriented, repetitive movement therapy in the context
of functional and meaningful tasks. Finally, studies
should further investigate mechanisms in order to
optimize the treatment paradigm.

Post-stroke shoulder pain

Theoretical considerations
Shoulder pain is a common complication following
stroke [21]. The exact cause of shoulder pain remains

uncertain. However, spasticity and weakness following
stroke, which can lead to mechanical instability and
immobility of the glenohumeral joint, may be impor-
tant contributing factors [22]. These conditions may
cause pain directly or place the capsule and extracap-
sular soft tissue at risk for micro and macro trauma,
subsequently leading to inflammation or degenerative
changes, immobility, and pain. Numerous treatment
approaches have been reported, but with limited suc-
cess [23]. However, the use of NMES of the muscles
surrounding the shoulder to improve biomechanical
integrity of the shoulder complex may be an effective
strategy for reducing post-stroke shoulder pain.

Surface systems
A number of RCT of surface NMES for the treatment
of post-stroke shoulder pain have been reported.
Most studies stimulated the posterior deltoid and
the supraspinatus to reduce glenohumeral subluxa-
tion. Participants were treated for 4–6 h daily for 4–6
weeks. Outcomes included extent of glenohumeral
subluxation, pain-free lateral range of motion
(ROM), and motor impairment. In general, stimula-
tion parameters were adjusted iteratively by skilled
personnel to help participants accommodate to the
discomfort of surface stimulation and minimize the
risk for muscle fatigue. Skilled personnel also placed
the electrodes on motor points to maximize reliabil-
ity of stimulation. The Cochrane Review concluded
that NMES improves pain-free passive external rota-
tion ROM and reduces subluxation, but does not
improve shoulder pain or motor impairment [24].
A meta-analysis by Ada and Foongchomecheay con-
cluded that surface NMES reduces or prevents sub-
luxation and improves motor impairment in the
subacute phase but not in the chronic phase [25].
Recent evidence-based reviews and practice guide-
lines now all recommend surface NMES for the pre-
vention and treatment of post-stroke shoulder pain
[26–28].

Intramuscular systems
Despite the evidence for therapeutic benefit, the clin-
ical implementation of surface NMES for shoulder
pain in hemiplegia has been difficult. The primary
reason for this is the difficulty of use, which requires
skilled personnel to ensure reliable and tolerable stim-
ulation. This was predicted by Baker and Parker, the
authors of the first RCT of surface NMES, when they
concluded, “until implanted electrode systems become
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available . . . long-term use of surface electrical stim-
ulation can be managed by only a few patients with
hemiparesis and their families” [29].

Two implanted NMES systems are under investi-
gation: an injectable system with an external antenna,
and a percutaneous system with an external stimula-
tor. The injectable microstimulator is presently under
investigation for various applications, including post-
stroke shoulder dysfunction. Uncontrolled observatio-
nal studies suggested feasibility and effectiveness in
reducing glenohumeral subluxation and associated
pain [30,31]. Preliminary controlled trials in support
of commercialization are in their early stages. The
stimulators are permanently implanted and, if shoul-
der pain recurs, additional treatments can be provided
without an additional invasive procedure.

The percutaneous system includes helical intra-
muscular electrodes, a “pager” size stimulator, and a
connector. Electrodes are placed in a minimally inva-
sive procedure under local anesthesia. Electrodes tra-
verse the skin and remain across the skin for the
duration of treatment. After completion of treatment,
the electrodes are removed by gentle traction. Amulti-
center RCT demonstrated clinically important pain
reduction that is maintained for up to 12 months after
completion of treatment (Figure 22.2) [32]. Post-hoc
analysis revealed that stroke survivors treated within
18 months of stroke are most likely to experience
treatment success [33]. This approach is undergoing

additional clinical studies in supportof commercialization
opportunities.

Post-stroke shoulder pain: summary
and future directions
The preponderance of evidence suggests that surface
NMES is effective in reducing post-stroke shoulder
subluxation, increasing pain-free lateral rotation
ROM, and facilitating motor recovery, especially for
those in the acute phase of stroke. At present, it is
unclear whether NMES renders any therapeutic bene-
fit for those with shoulder pain in the absence of
glenohumeral subluxation. Most surface NMES stud-
ies were conducted with the daily assistance of skilled
personnel who ensured reliable and tolerable stimula-
tion. While numerous evidence-based reviews and
practice guidelines recommend surface NMES for
post-stroke shoulder pain [26–28], clinical implemen-
tation has been limited, as the present healthcare envi-
ronment cannot accommodate the necessary daily
assistance of skilled personnel.

Additional studies are needed to address the vari-
ous methodological limitations in order to more defin-
itively address the question of clinical effectiveness. A
large, multicenter, single-blinded RCT is needed that
clearly defines the optimal subject population, identi-
fies potential confounders, and evaluates long-term
outcomes. The trial should be clinically relevant and

EOT               3-mo 6-mo 12-mo

Months from Treatment Onset

Treatment Phase Post-treatment Phase

0

1

2

3

4

5

6

7

8

9

0 5 10 15

B
P

I 1
2

ITT ES ITT Control PP ES PP Control

Figure 22.2 Results of a multicenter
randomized clinical trial of percutaneous
intramuscular electrical stimulation (ES) for
the treatment of hemiplegic shoulder pain.
Per-protocol (PP; dashed lines) and intent-to-
treat (ITT; solid lines) approaches showed that
percutaneous intramuscular ES significantly
reduces hemiplegic shoulder pain (Brief Pain
Inventory Question 12) for up to 12 months
after completion of treatment compared to
controls who were treated with a cuffed
hemisling. (Reproduced with permission,
from [32] Copyright © 2005 by Lippincott
Williams and Wilkins.)
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focus on pain as the primary outcome, with activity
limitations, societal participation, and quality of life as
secondary outcomes. Motor impairment and bio-
mechanical and physiological measures may be
included for elucidation of mechanisms. Although
surface NMES systems may ultimately prove effective,
issues of pain during stimulation, compliance, reliabil-
ity of stimulation, and need for skilled personnel may
only be addressed by the intramuscular systems pres-
ently under investigation.

Neuroprostheses
The objective of a neuroprosthesis is the safe and
efficient completion of functional tasks for those
with more severe paralysis where motor relearning
strategies are not amenable. Historically, neuropros-
theses development focused on application to the
spinal cord injury (SCI) population, including grasp
and release function for persons with tetraplegia [34],
and transfer and limited ambulation function for
persons with paraplegia [35]. Given the success of
neuroprostheses in the SCI population, it is reason-
able to explore the feasibility of neuroprostheses in
the stroke population.

Upper limb applications
Figure 22.3 shows the component of a typical
implanted upper limb neuroprosthesis utilized by a
person with C5 tetraplegia. The system provides func-
tional lateral or palmar hand grasp by stimulating
multiple forearm and hand muscles. The system is
typically controlled by a position transducer mounted
on the part of the body where control is retained.

However, other control sources, such as EMG activity
and switches, may also be used. Systems may use sur-
face or implanted components.

In 1973, Rebersek and Vodovnik published the first
paper on the use of a hand neuroprosthesis in hemi-
plegia [36]. Surface NMES opened the hand, while
closing was mediated by termination of the stimula-
tion and subject’s own volitional ability. Some partic-
ipants demonstrated progressive improvements in the
number of plugs and baskets they could manipulate
with the device. In 1975, Merletti and associates
evaluated a similar surface NMES device and demon-
strated that participants were able to move small bas-
kets or bottles from one defined area to another with
the device [37]. However, the authors noted that per-
formance of functional tasks required considerable
amounts of mental concentration and in several cases
increased voluntary effort was associated with tremors,
spasticity, and erratic shoulder movement. Alon and
associates tested the previously described hybrid
NMES–orthosis neuroprosthesis and reported signifi-
cant improvements in the completion of specific ADL
tasks [38].

Due to the limitations of surface NMES, Merletti
and associates suggested that an implanted system
might be more efficacious [37]. Accordingly, Chae
and Hart evaluated a percutaneous intramuscular sys-
tem [39]. The system was able to open a spastic hemi-
paretic hand as long as the limb was in a resting
position and participants did not try to assist the
stimulation. However, when they tried to assist the
stimulation, especially during functional tasks, hand
opening was significantly reduced due to increased
finger flexor hypertonia.

Figure 22.3 An implanted 8-channel hand
neuroprosthesis system for persons with C5
tetraplegia. (Courtesy, Cleveland Functional Electrical
Stimulation Center.)
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Lower limb applications
In 1961, Lieberson and associates described a surface
peroneal nerve stimulator that dorsiflexed the ankle
during the swing phase of gait [15]. A systematic
review of seven case series and one RCT since this initial
study reported a 38% pooled improvement in walking
speed with the device, relative to no device [40].
The authors concluded, “ . . . review suggests a positive
orthotic effect of functional electrical stimulation on
walking speed” [40].

Despite demonstrated effectiveness, surface pero-
neal nerve stimulation is not routinely prescribed in
the United States. Likely reasons include difficulty
with electrode placement and the availability of custom-
molded ankle–foot-orthoses (AFO). The United States
Food andDrug Administration recently approved three
surface peroneal nerve stimulators (Figure 22.4); two of
these use electrodes embedded in a cuff, which may
facilitate electrode placement. A recent study also dem-
onstrated the comparability of the peroneal nerve stim-
ulator to an AFO in improving hemiplegic gait [41].
These changes may facilitate broader clinical prescrip-
tion and usage of these devices.

Some of the inherent limitations of surface
peroneal nerve stimulation might be addressed by
implantable systems. At present, two implantable
peroneal nerve stimulators are available. A dual-
channel device developed in the UK stimulates the
deep and superficial peroneal nerves. A four-channel

device, developed in Denmark, utilizes a nerve cuff
with four tri-polar electrodes, oriented to activate dif-
ferent nerve fibers within the common peroneal nerve.
Both devices have the CE mark in Europe but are
not yet available in the US. Both systems demonstrated
improvements in walking speed in two recent
studies [42,43].

Neuroprostheses: summary and future
directions
At present, a hand neuroprosthesis may allow stroke
survivors to complete a limited number of selected
functional tasks. However, a clinically viable system
that provides broad functional benefit is not yet avail-
able. A viable system will allow stroke survivors to
perform bilateral tasks or provide significant assis-
tance to facilitate completion of tasks that are difficult
to perform with only the unaffected limb. The system
will be controlled with minimal effort to avoid trigger-
ing generalized hypertonia or “associated reactions.”
Finally, the system will “turn off” overactive muscles to
address the problems of spasticity, associated reac-
tions, co-activations, co-contractions, and delay in
termination of muscle contractions.

In contrast to upper limb neuroprostheses, lower
limb neuroprostheses are closer to clinical viability.
Surface peroneal nerve stimulators are superior to
no device in improving overall mobility, may be

Figure 22.4 Three FDA-approved
transcutaneous peroneal nerve
stimulators. The Odstock Dropped Foot
Stimulator (left-top; courtesy of the
Department of Medical Physics and
Biomedical Engineering, Salisbury District
Hospital, Salisbury, UK) and the wireless
L300 (left-bottom; courtesy of Bioness Inc.,
Valencia, CA) uses a heel switch to trigger
ankle dorsiflexion. The WalkAide (right;
courtesy of Innovative Neurotronics,
Austin, TX) uses a tilt sensor to trigger ankle
dorsiflexion.

22: Electrical stimulation approaches to stroke recovery

252



equivalent to an ankle–foot-orthosis, and are ready for
clinical implementation. Implanted peroneal nerve
stimulation devices are available in Europe and are
likely to be equivalent to the surface devices with
respect to function. They may be appropriate for
those who experience significant improvement in
mobility with the surface system but have difficulty
with electrode placement, skin irritation, painful sen-
sation of stimulation, or donning and doffing of the
device.

Although the development of lower limb neuro-
prostheses for hemiplegia is further along than upper
limb systems, several issues remain to be further elu-
cidated. Studies must document clinical effectiveness
with respect to mobility and quality of life and not
just walking speed. Large RCTs that compare stimula-
tion of peroneal nerves with standard of care, such as
ankle–foot-orthosis, are needed to further demon-
strate clinical relevance. For implanted systems, poten-
tial benefits over surface systems must be
demonstrated given the added risks and costs associ-
ated with an invasive procedure. Finally, ambulation is
a multijointed task. Future devices should explore
multichannel devices that also control the knee and
hip and not just the ankle.

Emerging techniques
As noted above, future development of neuroprosthe-
ses will need to incorporate control strategies that
are near effortless and more intuitive. In addition,
while neuroprostheses are effective in activating weak
muscles, they do little in reducing unwanted motor
activity such as spasticity, co-contractions, and asso-
ciated reactions. Emergence of advanced techniques
such as brain-controlled interfaces and high-frequency
block may usher in a new era of promising opportu-
nities for neuroprostheses.

Brain-controlled interfaces
for neuroprostheses
The emerging field of brain–computer interfaces
(BCI) is focused on developing technologies that will
allow people with paralysis (from brainstem stroke,
spinal cord injury, and neuromuscular disease) to use
“brain signals” for control of external devices. There
are a number of methods for recording cortical activ-
ity, including scalp-recorded electroencephalography,
brain-surface recorded electrocorticography, and
intracortically recorded neuronal ensemble activity

including local field potentials and the action poten-
tials from single neurons [44]. Voluntary upper
extremity movement is largely governed by the output
from primary motor cortex and premotor cortex (see
also Chapters 10 and 11), which are important gener-
ators of the movement signals that have been discon-
nected from their targets due to paralyzing disease or
illness. Toward the development of a cortically con-
trolled neuroprosthesis, there have been extensive
studies in animals documenting the ability to not
only “decode” the activity of ensembles of individual
neurons in these and other cortical areas, but to allow
monkeys to direct the movement of a computer cursor
[45] or a robot arm [46] simply from the real-time
decoded output of its motor cortex.

Following the demonstration of a unidirectional
movement of a computer cursor controlled by the
motor cortical activity of a gentleman with brainstem
stroke [47], and the proofs-of-concept monkey stud-
ies, early clinical trials of an intracortically based neu-
roprosthesis, “BrainGate”*, were launched. These
studies (see www.braingate2.org) have thus far dem-
onstrated that a person with tetraplegia from SCI can
control a computer cursor, open and close a prosthetic
hand, and move a robotic arm, all from the neural
activity recorded by a tiny microelectrode array
implanted chronically into the motor cortex [48].
More recently, a person with brainstem stroke has
used the same technology to gain point-and-click con-
trol over a cursor [49], and to use that neurally
recorded activity for functionally useful tasks. The
control of these external devices was achieved while
the trial participants simply imagined the movement
of their paralyzed limb.

As described above, it is hoped that the cortical
activity generated during the intent or attempt to
move a paralyzed limb can be converted into a power-
ful controller for implanted limb neuroprostheses.
Recently there has been an initial preclinical demon-
stration of a motor cortex-controlled FES device. After
monkeys were trained to play a video game with their
hand (requiring only isometric flexion and extension),
recording electrodes were placed in the motor cortex
and stimulating electrodes were placed in the wrist
muscles. Wrist movements were then temporarily par-
alyzed with a peripheral nerve block. A brain-to-FES
system was then turned on, and the animals quickly
learned to modulate motor cortical neurons for the
direct activation of the wrist muscles, and they again
successfully performed the video game [50].
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Anticipated next steps in this research include the
intracortical control of a “virtual arm” based on a
realistic model of FES-enabled arm dynamics [51].
Work toward a fully implanted brain-to-FES system
also progresses; such a system may serve both thera-
peutic and functional purposes in the future.

High-frequency block
Many stroke survivors exhibit significant spasticity,
co-activation of synergistic muscles, co-contraction
of antagonists, and delay in termination of motor
activation after volitional activation. These manifesta-
tions limit the clinical utility of available neuropros-
theses. While standard clinical approaches such as oral
medications and chemoneurolysis may provide some
symptom relief, side effects are common, the effect
may be too global, or the nerve may be damaged;
more importantly, these approaches do not provide
rapid initiation and termination of tone reduction.

One innovative approach is high-frequency alter-
nating current (HFAC) block of the peripheral nerve
[52]. The mechanism of HFAC block remains uncer-
tain, but there are several postulated mechanisms.
Using a model of the unmyelinated axon based on
the Hodgkin–Huxley equations, Zhang and associates
[53] concluded that HFAC block was due to activation
of potassium channels. Bhadra and associates [54]
used a mammalian myelinated axon model and
reported that during HFAC block, the axons showed
a dynamic steady-state depolarization of multiple
nodes, strongly suggesting a depolarization mecha-
nism with opening of Na+ channels. However, placing
the nerve in a stronger depolarizing field actually
resulted in conduction failure, because it forces the
inactivation Na+ gate to remain closed.

The block typically has three phases: an onset
response; a period of asynchronous firing; and a steady
state of complete or partial block [52]. Using frequen-
cies between 10 and 30 kHz at amplitudes between
2 and 10V, complete and reversible blocks can be
obtained. The block is gradable and can be quickly
reversed. Thus the approach can provide both a partial
block, similar to that produced by botulinum toxin
and phenol neurolysis, or the block can be complete.
HFAC block may be combined with an intelligent
control system that varies the block based on sensed
activity. For example, overpowering flexor spasticity
often prevents NMES-mediated hand opening among
stroke survivors, especially after volitional closure or
during functional use of the limb [39]. By monitoring

the myoelectric signal of the flexor and extensor
muscles, it may be possible to identify the intention
of the patient and partially block the finger flexors
while activating the finger extensors with electrical
stimulation when hand opening is desired. A similar
approach may be implemented in the lower limb,
where equinovarus tone and extensor synergy patterns
can lead to significant gait deviations and limit the
clinical implementation of neuroprostheses. HFAC
block is still in the animal trials phase, but human
feasibility trials are anticipated in the next several
years.

Electrical stimulation approaches to stroke
recovery: conclusions
Recent advances in clinical medicine and biomedical
engineering are making the clinical implementation of
NMES systems to enhance the ADL and mobility of
persons with hemiparesis more feasible. NMES for
motor relearning in hemiplegia is a promising appli-
cation of goal-oriented repetitive movement therapy.
Multicenter clinical trials to confirm effectiveness and
fundamental studies to elucidate mechanisms are still
needed. Surface NMES for the treatment of shoulder
subluxation and pain in hemiplegia has yielded
encouraging results. While future large-scale multi-
center clinical trials will likely confirm effectiveness,
the more invasive approaches may prove to be most
appropriate for clinical implementation. The develop-
ment of the hand neuroprosthesis for stroke survivors
is in its infancy and must await further technical
and scientific developments. Similarly, multichannel,
multijoint lower-limb neuroprostheses need further
development. However, surface peroneal stimulators
appear to be effective in improving hemiplegic gait and
should be included in the clinical armamentarium.
Still, if NMES is to have a major impact on the quality
of life of stroke survivors, additional technological
advances in the form of cortical control and real-
time control of hypertonia will need to be integrated
into emerging systems.
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23 Growth factors as treatments for stroke
Seth P. Finklestein & JingMei Ren

Broadly speaking, growth factors are defined as endog-
enous proteins that, working through high-affinity
receptors, promote cell survival, proliferation, and
differentiation. Growth factors can be grouped into
superfamilies. Factors found in the CNS with effects
on brain cells include members of the neurotrophin,
fibroblast growth factor (FGF), transforming growth
factor-β (TGF-β), epidermal growth factor (EGF), and
hematopoietic growth factor families, among others.

The endogenous expression of many growth
factors is upregulated in the mammalian brain follow-
ing stroke. Moreover, because of the availability of
recombinant growth factors and their effects on CNS
cells, a literature has arisen on the potential usefulness
of the exogenous administration of growth factors in
stroke. This consists of a well-developed preclinical
literature in animal models of cerebral ischemia, as
well as a nascent literature on clinical trials of growth
factor administration in human stroke. Note too that
growth factors are a major mechanism by which stem
cell therapies exert their effects (see Chapter 24).

In considering this literature overall, it is impor-
tant for the reader to be aware of several fundamental
distinctions, including differences between focal vs.
global cerebral ischemia, and between permanent vs.
temporary ischemia [1]. Perhaps the most important
distinction is between acute stroke vs. stroke recovery.
In the early stages of focal stroke, there exists tissue in
which cells are frankly dead (infarct “core”), sur-
rounded by tissue in which cells are injured but not
yet necrotic (the “ischemic penumbra”). Acute stroke
therapies are targeted at increasing blood flow to the
ischemic brain or otherwise antagonizing the death of
injured but still salvageable cells in the ischemic
penumbra. Generally, such treatments are effective in
preclinical studies for only a few hours after the on-
set of ischemia and are recognized by their effect
in decreasing infarct size and thereby reducing

neurological deficits after ischemia. Despite decades
of effort and dozens of clinical trials of putative acute
stroke treatments, including numerous “neuroprotec-
tive” agents, only thrombolytic (clot-busting) thera-
pies have shown value in human clinical trials of acute
stroke therapies.

After focal ischemia has occurred and infarcts are
fixed in size, animals and humans can recover to some
degree in terms of neurological deficits following
stroke. This recovery occurs during days to weeks,
and depends on intact regions of brain that “take
over” or compensate for loss of function incurred by
focal brain infarction. The cellular underpinnings of
recovery may include new neuronal sprouting and
synapse formation in uninjured regions of brain, as
well as progenitor cell proliferation, migration and
differentiation [2,3]. Although regions of focal brain
damage are not regenerated by these phenomena,
functional recovery does occur. Treatments that
enhance stroke recovery are likely to include those
that promote neuronal outgrowth and synapse forma-
tion, as well as progenitor cell proliferation and differ-
entiation. In animal models, recovery-promoting
treatments are recognized by their ability to enhance
neurological recovery without necessarily reducing
infarct volume. Because of the time course of stroke
recovery, such treatments are likely to be effective
when given within days to weeks after stroke. To
date, few clinical trials of stroke recovery-promoting
agents have been undertaken.

This review will cover preclinical and clinical liter-
ature on the exogenous administration of selective
growth factors in stroke, including basic fibroblast
growth factor (bFGF, FGF-2), osteogenic protein-1
(OP-1, BMP-7), erythropoietin (EPO), and granulo-
cyte colony-stimulating factor (G-CSF). This review
will focus on preclinical studies in acute stroke and
stroke recovery following focal ischemia in mature
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animals, and on the few clinical trials that have been
undertaken using these growth factors. This chapter
represents an update of a previous review on this
subject [1].

Basic fibroblast growth factor
(FGF-2, bFGF)
Basic fibroblast growth factor (FGF-2, bFGF), a
member of the fibroblast growth factor superfamily,
is sometimes referred to as a “promiscuous” factor
because of its mitogenic, survival-promoting, and dif-
ferentiating effects on a host of cell types throughout
the body. In particular, FGF-2 and its high-affinity
receptors are widely distributed throughout the mam-
malian brain, including in neurons, glia, endothelia,
and progenitor cells. The expression of FGF-2 and its
receptors is upregulated after brain injury or stroke [4].
In vitro, FGF-2 protects neurons against a number
of toxins and insults, including anoxia, hypoglycemia,
excitatory amino acid toxicity, and free radical damage,
among others, and promotes neurite outgrowth (espe-
cially axonal) from cultured neurons [5,6].

There is a robust literature of the effects of exoge-
nously administered FGF-2 in animal models of acute
stroke and stroke recovery. In an early study of acute
stroke, Koketsu et al. [7] found that the intracerebro-
ventricular infusion of FGF-2 for 3 days before ische-
mia reduced infarct volume in a model of focal
ischemia/reperfusion in rats. In later studies, Fisher
et al. [8] found that intravenous infusion of FGF-2,
starting 30min after permanent middle cerebral artery
occlusion (MCAo), reduced infarct volume, and Jiang
et al. [9] found that intravenous administration of
FGF-2 at the time of reperfusion reduced infarct vol-
ume in a model of temporary MCAo in rats. In the
case of permanent MCAo, infarct size is reduced if
FGF-2 is administered up to 3 h after the onset of
ischemia [10]. The mechanism of infarct reduction in
these studies may be twofold: First, FGF-2 is a potent
arteriolar vasodilator, and increases regional cerebral
blood flow (rCBF) at the borders of focal infarcts
[11,12]. Second, independent of these rCBF effects,
FGF-2 reduces apoptotic cell death and increases
expression of the anti-apoptotic protein bcl-2 at the
borders of focal infarcts [13].

These initial findings in rodent models of acute
stroke have been expanded subsequently. Watanabe
et al. [14] found that intracerebroventricular admin-
istration of a viral vector containing the FGF-2

gene reduced infarct volume in a model of temporary
MCAo in rats. Liu et al. [15] found that labeled FGF-2
administered at 2 h after permanent MCAo entered
ischemic brain tissue and remained there for up to
14 days after stroke. Ma et al. [16] found that intra-
nasally administered FGF-2 decreased infarct volume
following temporary MCAo in rats.

In addition to these preclinical studies showing the
effects of FGF-2 in reducing infarct size in acute stroke,
other studies demonstrate the recovery-promoting
effects of FGF-2. In these studies, FGF-2, administered
at 1 or more days after ischemia, did not reduce infarct
volume, but did promote neurological recovery. In
early studies, Kawamata et al. [17,18] administered
FGF-2 by intracisternal injection beginning at one
day after permanent MCAo in rats and found no
reduction in infarct volume, but enhancement of sen-
sorimotor recovery of the affected (contralateral)
limbs during the first month after stroke. Similar
results were attained with a dimerized FGF-2, which
may be more potent and stable than the monomer
[19]. Further studies established that the mechanisms
of enhanced recovery following FGF-2 treatment may
be twofold: (1) stimulation of new neuronal sprouting
and synapse formation in undamaged regions of brain,
and (2) stimulation of progenitor cell proliferation,
migration, and differentiation in brain [18,20,21].

Other groups have expanded on these findings.
Leker et al. [22] injected a viral vector containing the
FGF-2 gene into peri-infarct cortex following perma-
nent MCAo in rats and found enhanced sensorimotor
recovery and increased neurogenesis in treated ani-
mals. Wang et al. [23] administered FGF-2 intrana-
sally at 1–6 days after temporary MCAo in rats and
found improved sensorimotor recovery as well as
increased progenitor cell proliferation and neurogen-
esis in treated animals.

A paper by Won et al. [24] emphasizes possible
age differences in response to FGF-2 treatment
following stroke in rats. Aged (14-month-old) male
rats received FGF-2 intraventricularly for 3 days,
beginning at either 48 h before, or 24 or 96 h after
temporary MCAo. A comparison group of young
mature (3-month-old) rats received a similar dosage
regimen of FGF-2, beginning at 24 h after temporary
MCAo. Both aged and young mature animals showed
enhanced behavioral recovery when FGF-2 treatment
was begun up to 24 h after stroke. Interestingly, young
adult rats also showed reduction in infarct volume
when FGF-2 treatment was begun 24 h after stroke,
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whereas aged animals did not. These results in aged
rats are consistent with previous reports showing
enhancement of recovery without infarct reduction
when FGF-2 treatment is begun at one day after stroke
[17,18,20]. The results in young rats differ, however,
from other data showing that the effective time win-
dow for infarct reduction by FGF-2 lasts for only a few
hours after stroke [10].

Two studies have examined the expression of
FGF-2 following human stroke. In a study of post-
mortem human brain, Issa et al. [25] found increased
FGF-2 levels within infarcts as well as increased FGF-2
and FGF-2 mRNA levels in tissue surrounding focal
infarcts. Increased FGF-2 immunoreactivity was local-
ized in neurons, astrocytes, macrophages, and endo-
thelia in these regions. Guo et al. [26] found elevations
in serum FGF-2 levels in human stroke patients, last-
ing up to 14 days after stroke. Interestingly, higher
FGF-2 serum levels were correlated to improved clin-
ical outcome.

Because of the above reports of the neuroprotective
(infarct-reducing) effects of FGF-2 in preclinical stud-
ies, two human clinical trials of FGF-2 treatment in
acute stroke were initiated. In a North American trial
[27], FGF-2 (5 or 10mg) was administered intrave-
nously for 8 h, beginning within 6 h of onset of ische-
mic stroke. This study was prematurely terminated
due to an apparent excess of adverse outcomes in
FGF-2-treated patients. In a European/Australian
trial [28], the same dose (5 or 10mg) of FGF-2 was
given intravenously, also within 6 h of stroke onset,
but over a longer time period (24 h), resulting in lower
FGF-2 serum concentrations. No excess adverse out-
comes were seen among FGF-2-treated patients in this
study. The trial was terminated prematurely due to
projected futility on primary efficacy outcome meas-
ures. Post-hoc analysis, however, revealed a subgroup
with apparent improved clinical outcome – specifi-
cally, those patients in whom FGF-2 treatment was
begun at 5 h or later after stroke onset. These results
suggest that FGF-2 may have greater utility when give
later than sooner after stroke, i.e. as a recovery-
promoting rather than as an acute stroke drug. To
date, no clinical trials of the stroke recovery-
promoting effects of FGF-2 have been initiated.

Osteogenic protein-1 (OP-1, BMP-7)
Osteogenic protein-1 (OP-1, BMP-7) is a member of
the bone morphogenetic protein subfamily of the
transforming growth factor-β superfamily. OP-1 was

originally described by its ability to promote osteoblast
proliferation and bone formation in mesenchymal
tissue [29]. OP-1 is also expressed elsewhere, including
kidneys, bladder, and brain. OP-1 stimulates dendritic
outgrowth from cultured neurons [30].

In a preclinical study of acute stroke, OP-1 was
administered intracortically or intracerebroventricularly
at 30min, 24 h, or 72 h before temporaryMCAo. At 24h
after ischemia, infarct volume (and consequent neuro-
logical impairment) was reduced only in animals receiv-
ing OP-1 pretreatment at 24h before ischemia [31].

Most preclinical studies of OP-1 in stroke have been
done in models of stroke recovery. In an early study,
Kawamata et al. [32] administered OP-1 by intracister-
nal injection at 1 and 4 days after permanent MCAo in
rats. Sensorimotor recovery of the affected limbs (con-
tralateral to infarcts) was enhanced by OP-1 treatment
in a dose-dependent manner. In a follow up study, Ren
et al. [33] explored the effective time window of OP-1
administration. OP-1 administered intracisternally at 1
and 3, and 3 and 5, but not 7 and 9 days after permanent
MCAo enhanced sensorimotor recovery of the affected
limbs in rats. As in the previous study, no reduction in
infarct volume was observed.

Liu et al. [34] administered OP-1 intracisternally at
24 h after temporary MCAo in rats. At 48 h, they
found improved total neurological scores in OP-1
treated animals that were associated with increased
cerebral blood flow and glucose utilization in some
regions of the ipsilateral (but not contralateral) hemi-
sphere. Chang et al. [35] administered OP-1 intrave-
nously at 24 h after temporary MCAo in rats. These
investigators found enhanced recovery of body asym-
metry and total locomotor activity in OP-1 treated
animals. Overall, these preclinical data suggest that
OP-1 exerts cytoprotective as well as recovery-
promoting effects after stroke. Clinical trials of OP-1
in stroke have yet to be undertaken.

Erythropoeitin (EPO)
Erythropoeitin (EPO) is a glycoprotein named for its
ability to stimulate proliferation of red cell precursors
in the bonemarrow. EPO and its high-affinity receptor
(EPO-R) are expressed in the mammalian brain – in
neurons, glia, and endothelial cells. Following focal
stroke, EPO expression is upregulated in peri-infarct
tissue, and the EPO/EPO-R system participates in the
proliferation, migration, and differentiation of neuro-
nal precursor cells from the SVZ and in the process of
angiogenesis in peri-infarct tissue [36,37].
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Several preclinical studies have documented the
effects of exogenously administered EPO in rodent
models of focal stroke. In studies using neuroprotec-
tive paradigms, several authors have shown neuron
sparing and infarct-reducing effects of EPO when
given systemically or intranasally just before and/or
up to 6 h after focal temporary, permanent, or embolic
occlusion of the MCA [38–42].

In a study using a stroke recovery-promoting para-
digm, Wang et al. [43] found that systemic adminis-
tration of EPO at 24 h after embolic MCA occlusion
did not reduce infarct volume, but did improve recov-
ery of sensorimotor function. Behavioral recovery was
accompanied by enhanced angiogenesis at infarct
borders, and neurogenesis within the SVZ. In a
remarkable study, Kolb et al. [44] found that the intra-
cerebroventricular co-administration of the combina-
tion of EPO + epidermal growth factor (EGF) (but
neither one alone), up to 7 days after focal infarction,
resulted in the regeneration of cortical tissue and
recovery of sensorimotor function. This stimulated a
second study evaluating effects of two sequential
growth factors. Belayev et al. [45] found that admin-
istration of 3 daily doses of i.v. EPO to rats beginning 6
days after stroke onset, and following 3 doses of i.m.
beta-hCG initiated 24 h after stroke onset, was associ-
ated with improved behavioral outcome and an 82%
reduction in infarct volume.

Preliminary clinical trials of EPO in acute stroke
were undertaken by Ehrenreich and colleagues [46]. A
small safety trial (N=18) established that EPO at the
dose administered (3.3 × 104 IU/50ml/30min i.v. daily
for 3 days) was safe in stroke patients. In a larger efficacy
trial (N=40), patients with MCA stroke (< 80 years)
were randomized to receive EPO (at this same dose)
or placebo, starting within 8 h of acute stroke. All
preselected endpoints (NIH Stroke Scale (NIHSS),
Scandinavian Stroke Scale, Barthel Index (BI), modified
Rankin Scale, and evolution of infarct size by MR)
showed a trend or significant results in favor of EPO
treatment. In EPO-treated patients, there were expected
increases in CSF EPO levels and in peripheral reticulo-
cyte counts. These promising preliminary findings are
currently being expanded in a larger clinical trial.

Granulocyte colony-stimulating
factor (G-CSF)
Granulocyte colony-stimulating factor (G-CSF) is a
glycoprotein that stimulates the proliferation and

mobilization of granulocytes from bone marrow.
G-CSF and its high-affinity receptor are also found in
the brain, including in neurons, glia, endothelia, and
neural progenitor cells. G-CSF appears to have several
effects in the intact and post-stroke brain, including
enhancing neuronal survival and proliferation and
stimulating blood vessel growth. The effects of
G-CSF on the post-stroke brain may include stimula-
tion of granulocyte infiltration into infarcted tissue as
well as direct effects on G-CSF receptors.

Several studies have examined the infarct-reducing
(neuroprotective) effects of G-CSF in rodent models of
acute stroke. In models of temporary MCAo in rats
and mice, several studies have shown reduction in
infarct volume and corresponding reduction in neuro-
logical deficits when G-CSF was administered between
0.5 and 6 h after the onset of ischemia [47–54]. Other
studies have shown reduction in infarct volume when
G-CSF was administered between 0 and 3 h after per-
manent MCAo [55,56].

Relatively fewer studies have been done to look at
later effects of G-CSF administration. Six et al. [57]
and Shyu et al. [58] showed reduction in infarct vol-
ume when G-CSF was administered at 24 h after tem-
porary MCAo in mice or rats, respectively. Lee et al.
[49] reported diminution in infarct volume and
improved sensorimotor outcome when G-CSF was
administered starting up to 4 days after temporary
MCAo in rats. Schneider et al. [59] found improved
sensorimotor outcome when G-CSF was administered
starting at 24 or 72 h after focal photothrombotic
infarction in rats.

Minnerup et al. [60] undertook a meta-analysis of
13 published studies of G-CSF treatment in rodent
models of stroke, and found a strong relationship
between the total dose of G-CSF administered and
the degree of reduction in infarct size, regardless of
the time of initiation of G-CSF treatment. These
results, as well as the results of the individual studies
cited above, are surprising, in that apparent infarct
size-reducing effects were seen when G-CSF was
administered after 24 h (indeed up to 4 days) after
the onset of focal stroke. In this regard, the literature
on G-CSF differs from that on some of the other
growth factors discussed above.

In a small clinical study, Shyu et al. randomized
seven patients to receive G-CSF within 1 week of the
onset of acute ischemic stroke and compared clinical
outcome at 6 months to results in three patients
receiving standard treatment [61]. There were no
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major adverse events in patients receiving G-CSF.
Change scores of outcome on several neurological
rating scales (including the NIHSS, the European
Stroke Scale (ESS), and the BI) tended to be higher in
patients receiving G-CSF vs. standard care. As
expected, the circulating white blood cell count tran-
siently increased after G-CSF treatment. In a double-
blind placebo-controlled dose-escalation trial of
patients receiving G-CSF (N=24) vs. placebo (N=12),
beginning at 7–30 days after stroke, no adverse out-
comes were seen in G-CSF treated patients [62]. A
dose-dependent leukocytosis was seen after G-CSF
treatment. There were no differences in clinical out-
come (by BI, modified Rankin Scale (mRS), or
Scandinavian Neurological Stroke Score (SNSS))
between G-CSF and placebo treated patients at 10 or
90 days after stroke.

Conclusions
The foregoing summarizes current work on the pre-
clinical and clinical development of four specific
growth factors as treatments for acute stroke and
stroke recovery. Future directions in this field include
refinements in preclinical models, clinical trial design,
and the use of growth factors along with stem cells,
especially in the development of stroke recovery-
promoting treatments.

As noted above, virtually all preclinical studies
have been done using rodent models of stroke.
Among many important differences between human
and rodent stroke are differences in brain anatomy,
and differences in the degree and time course of stroke
recovery. The rodent brain is smooth (lissencephalic)
in surface. Rodents with large unilateral strokes show
clumsiness in the contralateral extremities, which
recovers toward a plateau within 1 month after
stroke. By contrast, humans have a convoluted (gyr-
encephalic) and considerably more complex brain.
Patients with moderate to large unilateral strokes are
often markedly weak (paralyzed) in the opposite
extremities, and recovery reaches a plateau at 3
months after stroke. Gyrencephalic monkeys show
neurological deficits and a recovery course similar to
humans. In a preliminary study, Moore et al. [63]
trained rhesus monkeys to retrieve food pellets from
wells of various sizes, and then made focal ischemic
lesions in motor cortex controlling arm and hand
movement. Following stroke, there was initial paraly-
sis of contralateral arm and hand movement that
recovered toward a plateau by 3 months. At that

time, monkeys were again able to retrieve pellets
from the largest wells, but were still considerably
impaired in retrieving pellets from the smallest ones.
Moreover, this recovery appeared compensatory, in
that, rather than using a thumb–forefinger “pincer”
grasp, monkeys now used a palm-grasping strategy to
retrieve pellets. This strategy was entirely efficient for
large (but not small) wells. The close similarity of
phenomenology of motor stroke recovery in gyrence-
phalic primates compared to humans suggests that
primate models may be useful as a penultimate step
in advancing promising stroke recovery-promoting
treatments to human clinical trials.

In addition to improved preclinical modeling, clin-
ical trial design (see also Chapter 16) can be optimized
for growth factors and other putative stroke recovery-
promoting agents. Clinical trials of acute stroke
(thrombolytic and neuroprotective) agents generally
have a short time window to enrollment after stroke
(within 3–6 h), and rely on composite clinical rating
scales that combine outcome in several neurological
modalities (motor, sensory, cognition, coordination,
etc.). However, since neurological modalities may
recover to different extents with different time courses
after stroke, “modality-specific” outcome measures
may represent a more sensitive and specific way with
which to assess effects of putative stroke recovery-
promoting treatments [64]. Examples of modality-
specific outcomes include specific tests of arm/hand
function, gait, or language. Moreover, since the effec-
tive time window for administration of recovery-
promoting agents is likely to encompass days or even
weeks after stroke, both baseline and post-treatment
scores can be obtained, and informative “change
scores” calculated, for each patient. The use of
modality-specific endpoints may extend, and does
not obviate, the concurrent use of standard composite
outcome measures.

Finally, with specific regard to polypeptide growth
factors, one of the mechanisms by which these agents
may promote recovery is through stimulation of
endogenous progenitor cell proliferation, differentia-
tion and migration after stroke. As the isolation and
availability of exogenous progenitor and stem cell
populations advances, there may be advantages to the
co-administration of cells and stimulating growth fac-
tors as treatments for stroke. Going forward, the field
of growth factor treatment of stroke is likely to benefit
greatly from advances in preclinical modeling, clinical
trial design, and cell therapy.
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24 Cellular approaches to stroke recovery
Yi Li & Michael Chopp

Stroke is a leading cause of long-term disability.
Recovery from stroke is a challenging journey that
can last a lifetime. Therapeutic options have until
now been limited to the first hours after disease
onset. However, once the damage from a stroke event
has maximized, little can be done to recover premor-
bid function. Experimental animal data suggest that
restorative cell approaches may be an effective alter-
native to conventional disease management strategies
of ischemic stroke. Therefore, this chapter focuses on
the use of cellular approaches in the restorative treat-
ment of stroke.

Endogenous stem cells
and progenitor cells in the adult
brain after stroke
Stem cells are undifferentiated cells capable of
self-renewal, production of a large number of differ-
entiated progeny, and regeneration of tissues.
Generally, it has been thought that damage to the
brain could not be repaired, as adult neurons could
not be replaced. However, convincing evidence has
emerged showing that neurogenesis in the adult cen-
tral nervous system (CNS) is an ongoing physiological
process [1]. Neural stem cells (NSCs) and neural pro-
genitor cells (NPCs), the source of the new neurons,
are present mainly at two sites in the adult brain. One
is the subventricular zone (SVZ) in the lateral ven-
tricles. The SVZ feeds new neurons into the olfactory
bulb to continuously maintain the sense of smell [2].
The other site is the subgranular zone (SGZ) of the
dentate gyrus in the hippocampus, a brain region
involved in learning and memory [3]. Although
NSCs/NPCs are a continuous source for new neurons
in the brain, the turnover of these cells is vanishingly
low under physiological conditions. Moreover, the
turnover rate of NSCs is influenced by pathological

conditions in the brain. After ischemic brain injury,
significantly more neurons are generated in the neuro-
genic zones and these new neurons tend to migrate
toward the site of damage [4]. It seems that the brain
tries to repair itself, possibly but not exclusively by
replacing the damaged cells with an amplified endog-
enous pool of stem and progenitor cells. The replace-
ment, though, is not extensive. After a few weeks, only
0.2% of the cells destroyed by ischemic attack are
replaced and as many as 80% of the new neurons
produced die [5].

It is necessary to amplify the endogenous neuro-
restorative response of the brain to stroke, to stimulate
intrinsic neurorestorative pathways so that we can
further improve neurological function after stroke.
Preclinical data demonstrate that after stroke, the
brain expresses an array of developmental genes and
proteins, particularly in the boundary of the ischemic
lesion, reminiscent of the developing brain [6].We can
capitalize on this attempted return to youth and
amplify these restorative processes to rewire and
restructure the CNS so as to minimize loss of function.

Stem and progenitor cells respond to key growth,
differentiation and migration factors [7]. These factors
are likely to differ depending on the tissue, degree of
injury, and the stem cells involved [7]. Various mole-
cules can enhance the intrinsic neurogenic capacity.
Pharmacological intervention targeting enhancement
of endogenous neurogenesis has become an important
strategy in stroke research. For example, biological
molecules capable of increasing endogenous neuro-
genesis after stroke in animal models include brain-
derived neurotrophic factor (BDNF), epidermal
growth factor (EGF), fibroblast growth factor 2
(bFGF), stem cell factor (SCF), vascular endothelial
growth factor (VEGF), and others [8]. Moreover, sim-
ilar effects on endogenous neurogenesis have been
reported using clinically available drugs such as
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statins, sildenafil, and erythropoietin (EPO) and car-
bamylated erythropoietin (CEPO) after middle cere-
bral artery occlusion (MCAo) in adult rodents [9].
Recently, the benefits of high density lipoproteins
(HDL) as restorative factors have been investigated,
with evidence demonstrating that Niaspan, a
slow-release form of niacin which increases HDL,
improves neurogenesis and functional outcome when
administered well after stroke onset [9]. These data
support the hypothesis that increasing neurogenesis is
related to recovery of function.

Interestingly, many of the aforementioned agents,
if not all, increase neurogenesis, synaptogenesis, and
angiogenesis. Acute ischemic stroke causes a disturb-
ance of neuronal circuitry and disruption of the
blood–brain barrier that lead to functional disabilities.
Angiogenic events are highly coupled to neurogenesis
and synaptic activity [9]. Newly formed vasculature
expresses BDNF, which acts to recruit neuroblasts
from the SVZ to the site of vascular alteration [10].
Angiopoietin 1 and its receptor Tie2 are also upregu-
lated in the ischemic brain in response to BMSC ther-
apy and contribute to the maturation and stabilization
of this newly formed vasculature [11]. Indeed, the
relationship between angiogenesis and neurogenesis
is under intense investigation. Goldman and his col-
leagues found that new neurons localize to angiogenic
vessels within the parenchyma [12]. Palmer and others
suggested that migrating neuroblasts and newly
formed vessels are closely coupled, and the latter
might provide a “vascular niche” for the survival of
stem cells and their descendants [13]. Taken together,
these experimental data suggest that endothelial cells
foster conditions leading to the local proliferation and
survival of neural stem cells. Therefore, promoting
angiogenesis may prompt endogenous neurogenesis
after stroke. Future drug development may consider
that neurogenesis, synaptogenesis, and angiogenesis
act in concert to stimulate repair and enhance recovery
from stroke.

Exogenous stem cells and
progenitor cells in the adult
brain after stroke

Tissue-specific neural stem cells
Stem cells from the CNS provide a source of
well-characterized tissue-specific cells. They can be
categorized into embryonic, fetal, and adult stem

cells according to their source. Embryonic neural pro-
genitor cells transplanted in a rat model of MCAo
demonstrated potent therapeutic effects examined
behaviorally along with neuroradiological assessment
using magnetic resonance imaging (MRI) [14]. Fetal
cortical cells survive after stroke in adult rats, and the
adult hosts have a regenerative capacity sufficient to
innervate the grafted tissue [15]. Because of ethical
dilemmas and practical concerns regarding teratoma
formation with embryonic and fetal stem cells,
increased attention has been directed to adult-derived
cells for therapeutic application to neural injury. This
has been fueled by primary observations that adult
brain stem cells can be harvested, expanded, and then
reimplanted and may have the capacity to integrate
into the injured brain microenvironment and trans-
differentiate into neural cells or, possibly and more
importantly, serve as a source for beneficial growth
and restorative factors [16].

Following the discovery of the ability to generate
neurons and astrocytes from isolated cells of the adult
mammalian brain in 1992 [17], NSCs/NPCs were
found to be continuously generated in the adult rodent
brain. Endogenous NPCs are activated in response to
ischemia, both in rodents [5] and humans [18]. We
delivered ferromagnetic labeled adult SVZ cells intra-
cisternally into rats 48 h after MCAo [19]. MRI anal-
ysis showed that SVZ cells targeted the ischemic
boundary zone, and that these cells also selectively
migrated within the cerebrospinal fluid into paren-
chyma at a mean speed of 65±14.6 microns/h.
Neurological function evaluation showed that the def-
icit ameliorating effect of SVZ cell treatment was appa-
rent at 28 days after stroke. Other studies also
demonstrate that transplanted NSC-generated cells
migrated to the lesion, differentiated into neurons
with axons that projected to appropriate targets, and
expressed appropriate neurotransmitters and recep-
tors [20]. Tissue-specific neural stem cells under inves-
tigation for reduction of neurological deficits after
stroke in rat, mouse, gerbil, and monkey include
immortalized cell lines (for review see [21]), including
C17.2-mouse neural precursors, MHP36-mouse hip-
pocampal stem cells, NT2N-human postmitotic neu-
rons, porcine fetal cells–striatal progenitors, and
various stem or progenitor cells. As a source of new
neurons throughout the life span of mammals, NSCs/
NPCs are good candidates for the treatment of stroke.
The first cell-based therapy for the treatment of stroke
employed cells (the Ntera 2/ce.D1 human embryonic
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carcinoma-derived cell line) injected into the brain of
patients 6 months after stroke [22]. Twelve patients
were treated and no cell-related adverse effects were
reported and outcome measurements were consistent
with a trend of improved neurological scores.

Restorative treatment of stroke
with bone marrow stromal cells (BMSCs)
A growing number of studies indicates that a classi-
fication of stem and progenitor cells based solely on
tissue compartment of origin may greatly underesti-
mate the potential of cell-based therapies. Non-tissue-
specific adult cells provide a feasible and a clinically
realistic approach to the restoration of lost brain func-
tion after stroke. These cells, derived from bone mar-
row, peripheral blood, adipose tissue, and olfactory
mucosa, act as central repositories for multipotent
stem cells that can repopulate neural tissues [16].
There is optimism concerning the clinical applications
of autologous adult cells in stroke, based on promising
results obtained in experimental studies and initial
clinical trials [23–25]. Success in future clinical trials
will depend on careful investigation at the experimen-
tal level, to test safety, optimize treatment protocols,
and to elucidate the underlying biological principles
involved in improving neurological function. Among
the cell candidates for restorative treatment, a leading
source is BMSCs. As a prototype of cell-based therapy,
we focus discussion on BMSCs as a source of cells for
inducing functional recovery after stroke.

BMSCs have great potential as therapeutic agents,
since they are easy to isolate and can be expanded from
patients without serious ethical and technical prob-
lems, and may provide an unlimited cell source for
cell therapy. BMSCs are a heterogeneous population of
plastic-adherent cells, which arise from the supporting
structure in bone marrow, and are distinguished from
hematopoietic cells by adherence to plastic in culture.
According to the International Society for Cellular
Therapy, the biological characteristic of a multipotent
mesenchymal stromal cell (MSC) is defined by the
following criteria [26]: (a) its property of adherence
to plastic; (b) its phenotype: CD14– or CD11b–, CD19–
orCD79–, CD34–, CD45–, HLA-DR–, CD73+, CD90+,
CD105+; and (c) its capacity to be differentiated into
three lineages, chondrocyte, osteoblast, and adipocyte.
The last decade has witnessed extensive studies of
BMSCs as a candidate for stroke therapy [23,24]. We
have demonstrated that treatment of experimental

stroke with BMSCs significantly improves functional
outcome [23,27,28]. In these studies, various effective
doses of BMSCs derived from donor rats, mice, or
humans were transplanted into post-stroke animals
intracerebrally, intracisternally, intra-arterially, or
intravenously from 1 day [23] to 1 month [28] after
MCAo. BMSCs have been found to selectively target
injured tissue and significantly promote functional
recovery for at least 1 year post-stroke [27]. Males and
females [28,29] and young and older animals with
stroke have robust functional improvement with cell-
based therapies [24].

Homing of BMSCs to sites of injury, including the
ischemic brain, is believed to occur through a complex
multistep process. Although the mechanisms under-
lying this targeted movement are not fully understood,
some studies suggest that chemotactic factors are
responsible. Our preference has been to administer
cells by an intravenous route [23]. These BMSCs target
the injured or compromised microvasculature, local-
ize to the ischemic border tissue, and encompass the
lesion, where the cells stimulate recovery. Homing
signals may result from local damage and influence
the migration of BMSCs to specific sites, in a manner
reminiscent of white blood cell homing. Inflammatory
factors, such as monocyte chemoattractant protein-1,
macrophage inflammatory protein-1alpha, and
interleukin-8 appear to promote selective BMSC
migration [30]. Several recently published studies
demonstrate that expression of stromal-cell-derived
factor 1 (SDF-1) on endothelial cells and the SDF-1
receptor, CXCR4, on the BMSCs mediate selective
targeting of intravenously injected BMSCs to activated
endothelial cells within compromised cerebral tissue
[28,31].

After BMSCs enter the injured brain, the next
question is how these cells exert their beneficial effects.
Tissue replacement, as the mechanism by which
BMSCs promote their beneficial effects, is highly
unlikely for the following reasons: (1) only a very
small fraction of BMSCs express neural markers [23],
and even if all the cells were to differentiate into neu-
rons and other parenchymal cells, only a minute vol-
ume of the infarcted tissue would be replaced; and (2)
the functional benefit of cells is detected in many cases
a few days after treatment, inconsistent with the time
required for newly formed cells to integrate and func-
tion properly in the complex neural circuitry of the
brain. The overwhelming body of data indicates that
bioactive factors secreted by BMSCs in response to the
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local environment underlie the tissue restorative
effects to support the adjacent cells and tissues [24].
Our studies demonstrate that ischemic brain extracts
induce production of trophic growth factors by
BMSCs [32], and BMSC transplantation facilitates
and amplifies endogenous neuroprotective and neuro-
restorative mechanisms [33]. The well-characterized
BMSCs that are employed in this therapy are not
necessarily stem cells, but progenitor and differenti-
ated cells that escape immune system surveillance and
survive in the CNS. Possible mechanisms by which
BMSCs improve neurological outcome after stroke
are presented in Figure 24.1. With various routes of
administration, most BMSCs target and localize to the
ischemic boundary zone (IBZ) [27,28]. The IBZ tissue
is potentially salvageable and multiple processes of cell
repair are present. BMSCs survive in the adult ische-
mic brain and secrete neurotrophic and growth factors
that create a favorable environment to promote brain
repair [24]. BMSCs induce cerebral tissue to activate
endogenous restorative responses in injured brain,
which include neurogenesis, synaptogenesis, and
angiogenesis [24]. These restorative events are highly
coupled.

How do scattered BMSCs in the ischemic brain
promote neurological functional recovery? We pro-
pose that BMSCs, as a small biomaterial “factory,”
stimulate the neurorestorative processes, especially

by activating the major endogenous repair mediator
in the CNS, the astrocyte. The parenchymal cells that
most prominently respond to the exogenous MSCs are
astrocytes [33], and neuronal plasticity in the adult
animal may utilize mechanisms that are active during
development. Astrocytes in the developing brain direct
neurites through their synthesis of cell surface and
extracellular matrix molecules. Astrocytes have tradi-
tionally been viewed as supporters of neuronal func-
tion. Only recently, a very active role for astrocytes has
been emerging in physiology and pathophysiology.
Astrocytes are the most abundant cells in the adult
CNS and greatly outnumber neurons. Astrocytes are
coupled to one another in a cellular network (homo-
cellular and heterocellular junctions) via gap junction
intercellular communication (GJIC) by channels com-
posed primarily of connexin43 (Cx43), which is an
astrocyte-specific functional protein in brain [34].
GJIC allows direct intercellular diffusion of ions and
signaling molecules. Brain capillary endothelial cells
form a functional barrier between blood and brain
(BBB). Morphological arrangement separates the ves-
sels from the neuronal perikaryon and their processes,
and astrocytic end-feet cover almost the entire surface
of capillaries of adult brain. With their finely branch-
ing processes enveloping all cellular components
throughout the CNS, astrocytes contact all parts of
neurons, i.e. soma, dendrites, axons, and synapse
terminals. Astrocytes, thus, function as a syncytium
of interconnected cells identifying the astrocyte–
vessel–neuron network in brain, rather than as indi-
vidual cells. These characteristics of astrocytes allow
oxygen and glucose, ions and molecules to cross from
the blood to neurons. Astrocytes provide many sup-
portive activities essential for neuronal function under
physiological circumstances, which include homeo-
static maintenance of extracellular ionic environment
and pH, clearance and release of extracellular gluta-
mate, provision of metabolic substrates for neurons,
and the sculpting and maintenance of synapses [35].

In addition, astrocytes become reactive in response
to all CNS insults [36]. Distal astrocytic processes can
undergo morphological changes in a matter of
minutes, a remodeling that modifies the geometry
and diffusion properties of the extracellular space
and relationships with adjacent neuronal elements,
especially synapses [35]. Where astrocytic processes
are mobile then, astrocytic–neuronal interactions
become highly dynamic, a plasticity that has important
functional consequences since it modifies extracellular

Figure 24.1 Mechanisms of action supporting the treatment of
stroke with bone marrow stromal cells (MSCs). The majority of MSCs
(white dots) are present in the ischemic boundary zone (IBZ) and
secrete an array of neurotrophins and growth factors to coax brain
cells to form functional tissue. Restorative eventsmay bemediated by
MSCs directly, and/or indirectly by “reactive” astrocytes via an
astrocyte–vessel–neuron network to increase angiogenesis, neurite
outgrowth, synaptogenesis in the IBZ, as well as cell proliferation,
migration and differentiation from neurogenesis (black dots) in the
subventricular zone (SVZ, the largest source of neural stem and
progenitor cells in the adult CNS) into the damaged brain to improve
functional recovery.
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ionic homeostasis, neurotransmission, gliotransmis-
sion, and ultimately neuronal function at the cellular
and system levels. Astrocytes influence long-term
recovery after brain injury, through neurite out-
growth, synaptic plasticity, or neuron regeneration,
which are mediated by astrocyte surface molecule
expression and trophic factor release. The roles reac-
tive gliosis take after brain injury are varied. Rapidly
expanding astrocytic processes create both physical
and functional walls surrounding the ischemic core,
which extend the time available for marshalling
endogenous repair mechanisms, e.g. redirection of
blood flow to still salvageable parts of the brain and
redirection of neurite sprouting and synapse forma-
tion to build a new circuitry. However, astrocytes can
also form scars that inhibit axonal regeneration [36].
Our data suggest that astrocytes promote brain plasti-
city and recovery from stroke [33], and that the bene-
ficial effects of reactive astrocytes are enhanced in the
ischemic brain after BMSC transplantation, and
thereby promote appropriate neurite outgrowth and
extension and myelination of axons to the injured
hemisphere. The glial scar adjacent to the infarct is
significantly reduced and more permeable than in
control non-treated rats subjected to ischemic stroke
[37]. Cells reduce scar tissue formation and very
importantly reduce inhibitory glycoproteins. When
inhibited, these proteins are permissive of neurite
outgrowth and axonal remodeling in both the brain
and spinal cord. In the adult animal after stroke, axons
may also acquire their potential for outgrowth from
neighboring astrocytes and establish contacts with
existing circuits in the CNS.

Our studies demonstrate that white matter areas,
in the striatum and the corpus callosum, are more
intact and enlarged after BMSC treatment than in
control non-treated rats subjected to MCAo [37].
A somewhat neglected but obviously important area
of interest is the response of the spinal cord to stroke
and restorative cell therapy. Motor and somatosensory
response requires communication with the spinal
cord, via the corticospinal tract (CST). Thus, recovery
of function may be associated with plasticity in the
CST and the spinal cord. Anterograde and retrograde
labeling of the CST demonstrates a remarkable pattern
of neurite outgrowth from the intact to the denervated
spinal cord which significantly correlates with somato-
sensory functional recovery [38]. Retrograde labeling
of bilateral forelimbs also demonstrates crossed con-
nections in the contralateral and ipsilateral brain

hemispheres amplified by BMSCs. Downregulation
of inhibitory glycoproteins may contribute to this
robust rewiring in the brain and spinal cord. To sum
up, constitutive reparative responses are facilitated by
a series of interactions between BMSCs and host cells
after stroke, fostering the remodeling of brain tissue,
reducing scar tissue, and facilitating synaptic and
vascular reconstitution.

Changes in white matter in response to either a
cellular or a pharmacological restorative therapy can
be readily monitored using magnetic resonance
imaging–diffusion tensor imaging techniques
(MRI–DTI) [39]. Tissue, in which the diffusion tensor
for water is isotropic, is cavitated. The more aniso-
tropic the diffusion constant for water, the more struc-
ture is present in the tissue [40]. Water moves easily
along white matter fibers, and these structural changes
in white matter and axonal growth may become evi-
dent using DTI [40]. Preclinical data demonstrate that
cell therapy evokes white matter changes in the corpus
callosum, the striatum, and in the boundary region of
the ischemic lesion which is sensitive to the DTI, and
significant correlations between functional recovery
and a DTI-based parameter, Fractional Anisotropy
(FA), may find clinical application [39].

Other cell sources for restorative treatment
of stroke: view within article
Other sources of non-tissue-specific adult stem cells
for use in stroke therapy include cells derived from
hematological stem cells, peripheral blood, umbilical
cord blood, adipose cells, and olfactory mucosa.

Bone marrow-derived pluripotent hematopoietic
stem cells (HSCs) have the ability to reconstitute all
cells of the blood. It has been suggested, based on
statistical arguments, that individual stem cells can
give rise to clones with full hematopoietic capacity.
The hematopoietic stem cell can be highly enriched
up to 10 000-fold and delivered to marrow-ablated
recipients to fully reconstitute the blood [41].
Systemically applied HSCs reduce cerebral post-
ischemic inflammation, attenuate peripheral immune
activation, and mediate neuroprotection after ische-
mic stroke [42].

Filgratism (granulocyte colony stimulating factor,
G-CSF)-mobilized peripheral blood progenitor cells
(PBPCs) have been employed as a preferred source of
autologous stem cells, in light of the faster hematological
recovery and lesser supportive care requirement
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exhibited by PBPC transplants [43]. Transplanted
G-CSF-mobilized PBPCs in rats after MCAo signifi-
cantly reduced the stroke-induced hyperactivity com-
pared with nontransplanted stroked animals [43].
Preclinical data suggest that peripheral blood-derived
HSCs are as efficient in promoting functional improve-
ment following MCAo as intravenous transplantation
in rats [43].

The identification of endothelial progenitor cells
(EPCs) in peripheral blood with the ability to differ-
entiate into endothelial cells broke the paradigm that
vasculogenesis was only an embryogenic process. Use of
EPCs in experimental models [44] and patients [45] of
cerebral ischemia suggest EPCs can form new vessels in
ischemic areas and thus promote recovery after ische-
mic events. The increase of circulating EPC after acute
ischemic stroke was associated with good functional
outcome and reduced infarct growth in 25 patients
compared with 23 patients with poor outcome [45].
These findings suggest that EPCs participate in neuro-
repair after ischemic stroke. These studies suggest that
EPC can be used as a potential cell-based therapeutic
agent in stroke, since EPCs may play an important role
in tissue vascularization and endothelium homeostasis.

Umbilical cord blood cells (UCBCs) are a promising
source of HSCs because of their availability, weak
immunogenicity, and low risk of mediating viral trans-
mission. Infusion of human UCBCs into rats after
MCAo improved behavioral recovery [46]. UCBCs
secrete neuroprotectivemolecules, enhance neovascula-
rization and endogenous neurogenesis, and reduce
inflammation in the ischemic brain [47]. These afore-
mentioned effects, not cell replacement, may underlie
the therapeutic benefits of UCBCs in ischemic brain.

Adipose tissue-derived stem cells (ADSCs) share
many of the characteristics of the BMSCs, including
extensive proliferative potential and the ability to
undergo multilineage differentiation. To test the
effects of ADSCs on experimental stroke, these cells
were directly implanted into the brain of rats after
MCAo [48]. ADSCs migrated toward the ischemic
area, and they also traveled far distances to the con-
tralateral cortex. Transplanted rats had significantly
better recovery in motor and somatosensory behavior
compared with animals that only received saline. The
benefits strongly support current hypotheses that
transplanted stem cells after stroke provide and induce
trophic support of injured brain.

Murine olfactory ensheathing cells (OECs)
promote central nervous system axonal regeneration

in a murine model of stroke [49]. OECs also induce
a neuroplastic effect which reduces neurological
dysfunction caused by hypoxic/ischemic stress. Rats
with intracerebral implantation of human OECs/
olfactory nerve fibroblasts (hOECs/ONFs) showed
more improvement on behavioral measures of neuro-
logical deficit following stroke than control rats.
[18F]fluoro-2-deoxyglucose PET (FDG-PET) showed
increased glucose metabolic activity in the hOEC/
ONF-treated group compared with controls. Both
hOECs/ONFs and endogenous homing stem cells
enhanced neuroplasticity in the rat and mouse ische-
mic brain.

Conclusion
The non-tissue-specific adult stem cells, whether they be
MSC, HSCs, PBPCs, EPCs, UCBCs, ADSCs, or OECs,
when injected into the adult do not repopulate the adult
brain tissue; they produce an array of factors including
angiogenic and neurotrophic factors which initiate a
restorative cascade of recovery. The targets of cellular
therapy are distinct fromneuroprotective effects of acute
intervention to reduce the volume of cerebral infarction
and the sequelae of secondary cell death, whether by
necrosis or apoptosis. After many years of failed clinical
trials of neuroprotective drugs and in light of the com-
pelling scientific evidence supporting neurorestoration,
cell-based therapy is poised to be tested further in a
translational setting for stroke patients. Among various
cell sources, adult-derived cells stand out because:
(1) cells can be obtained readily and expanded in culture;
(2) autologous transplantation circumvents the risk of
rejection and graft-versus-host reaction; some cells, e.g.
BMSCs, are not rejected and can be administered allo-
geneically; (3) intravenous transplantation is an essen-
tially non-invasive way to administer cells; and (4) safety
of cell administration has been demonstrated in exper-
imental animals. Indeed, Bang and others have reported
data from a clinical trial [25], in which 1×108 culture
expanded autologous BMSCs were administered intra-
venously into 5 patients with ischemic stroke.
Neurological outcome was significantly improved in
treated patients and no adverse effects were detected.
Additional trials for stroke are under way, and these
early studies will hopefully spur application of this
promising restorative therapy.

We now know that the injured brain is highly
malleable and the entire intact brain responds to
injury and stroke, by producing new brain cells
(neurogenesis), new vasculature (angiogenesis and
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arteriogenesis), and new wiring (synaptogenesis and
axonal growth), and these events collectively improve
neurological function after stroke [50]. Although a
complete picture of the cellular approach acting as a
catalyst endogenous mechanism is still lacking, some
aspects have been identified, notably, stimulating bio-
active factors to enhance neurite outgrowth, angiogen-
esis, neurogenesis, and synaptogenesis [24]. Cell-based
therapy induces recovery of function post-stroke by
stimulating endogenous restorative mechanisms and
not by replacing infarcted tissue. Adult cerebral tissues
are highly plastic and amenable to change given the
appropriate microenvironment. The field of restora-
tive neurology for the treatment of stroke is rapidly
progressing and cell approaches can be used to amplify
recovery of function in the injured brain. Cell-based
restorative therapies initiated days or weeks after
stroke hold tremendous promise for millions of
disabled stroke survivors.
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Figure 6.1 Left: T2-weighted MR images of a
rat brain slice overlaid by statistical activation
maps calculated from contrast-enhanced
CBV-weighted fMRI in combination with an
electrical forelimb stimulation paradigm as
described by Dijkhuizen et al. [17]. Right: Time-
course of CBV changes in the right
sensorimotor cortex in response to left
forelimb stimulation (the stimulation period is
indicated by the black bar) (mean ± SD, n = 6).
Left forelimb stimulation induced significant
activation responses in the right sensorimotor
cortex in control rats. At 3 days after right-
sided stroke, activation responses in the right,
ipsilesional sensorimotor cortex were largely
absent; however, responses were found in the
left, contralesional hemisphere. After 14 days,
partial restoration of activation was detected
in the right, ipsilesional sensorimotor cortex.
The unilateral stroke lesion is characterized by
increased T2-weighted signal intensity in the
right somatosensory cortex and lateral
striatum.

Figure 1.2 Intracortical microstimulation (ICMS) technique used to derivemaps of movement representation in rat motor cortex.A. Motormap
showing areas of the cortex in which stimulation evokedmovement. B. Movements are produced by lowering a stimulating electrode into layer
V of the motor cortex and activating corticospinal neurons. C. Corticospinal neurons are activated trans-synaptically. These neurons then project
to motor neurons in the spinal cord that in turn cause muscle contractions in the periphery.
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Figure 6.2 Maps of mean functional brain connectivity of left (contralesional after stroke) forelimb region of the primary somatosensory cortex
(S1fl) in rats before, and 3 and 70 days after a 90-min right MCA occlusion-induced subcortical lesion (n = 5). Functional connectivity maps are
thresholded at a Fisher-transformed correlation coefficient (z’) of 0.375, and overlaid on a T2-weighted multislice anatomical rat brain template.
Loss of functional connectivity with the ipsilesional sensorimotor cortex was evident at 3 days, while functional connectivity was restored at 10
weeks after stroke. Courtesy of Kajo van der Marel, Image Sciences Institute, University Medical Center Utrecht.

DTI of white matter architecture
in post-stroke rat and human brain

Figure 6.3 Top row: T2-weighted MR image and
fiber-tracking image of a rat brain treated with
neuroprogenitor cells after unilateral stroke,
showing tracking of axonal projections in the
lesion border zone. The marker c represents the
ischemic core. Bottom row: FA, fiber direction, and
fiber-tracking image of a horizontal brain slice
from a stroke patient, illustrating orientation
changes in the lesion boundary. Both fiber
direction and fiber-tracking images show that
tracking of axonal projections circumscribes the
lesion boundary (white arrows). Red, green, and
blue colors represent x, y, and z directions,
respectively, on the fiber direction image. Details
of the experimental protocols can be found in
Jiang et al. [36]. Courtesy of Dr. Quan Jiang, Henry
Ford Health Sciences Center.



Figure 13.4 Acutely after stroke there is (A) a reduction of evoked BOLD activity in both hemispheres as compared to young adult controls, (B)
a marked imbalance of evoked BOLD activity between the two hemispheres, (C) a loss of interhemispheric coherence of spontaneous BOLD
activity between core regions of the attention network, and (D) impaired spatial performance. In the chronic state, there is a reactivation of
evoked BOLD activity, rebalancing of relative activity between left and right posterior parietal cortex, return of spontaneous BOLD coherence,
and behavioral improvement. A striking finding was that activity of the left dorso-parietal cortex was relatively stronger at the acute stage, but
this imbalance decreased at the chronic stage when the right dorso-parietal cortex had reactivated. This “push–pull” pattern was detected in the
IPS-SPL and visual cortex, but not in the FEF or TPJ. The relative contributions of interhemispheric imbalance versus loss of spontaneous BOLD
coherence to behavioral deficits remain to be determined. Whether a similar pattern of recovery might apply to other bihemispherically
represented systems is still unknown. (SMCX: somatomotor cortex; DLFPC: dorsolateral prefrontal cortex; IPS/SPL: intraparietal sulcus/superior
parietal lobule; TPJ: temporo-parietal junction; SMG: supramarginal gyrus; STG: superior temporal gyrus; FEF: frontal eye fields; IFG: inferior frontal
gyrus.)
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Figure 19.3 fMRI activation pattern in a stroke patient before and after tDCS. fMRI studies in patients recovering from a stroke have shown that
the ipsilateral (to the moving hand) sensorimotor cortex can become active when a patient performs a movement with their recovering hand.
Applying cathodal stimulation to the non-lesional motor cortex (the motor cortex that activated when the recovering wrist was moving)
significantly decreased the activation on the ipsilateral site and was associated with an improvement in this patient’s functional motor status.
(This figure is reprinted from [73] with permission from Future Science Group.)
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